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Abstract

Advances in forest carbon mapping have the potential to greatly reduce uncertainties in the global carbon budget and to facilitate effective emissions mitigation strategies such as REDD+. Though broad scale mapping is based primarily on remote sensing data, the accuracy of resulting forest carbon stock estimates depends critically on the quality of field measurements and calibration procedures. The mismatch in spatial scales between field inventory plots and larger pixels of current and planned remote sensing products for forest biomass mapping is of particular concern, as it has the potential to introduce errors, especially if forest biomass shows strong local spatial variation. Here, we used 30 large (8–50 ha) globally distributed permanent forest plots to quantify the spatial variability in aboveground biomass (AGB) at spatial grains ranging from 5 to 250 m (0.025–6.25 ha), and we evaluate the implications of this variability for calibrating remote sensing products using simulated remote sensing footprints. We found that the spatial sampling error in AGB is large for standard plot sizes, averaging 46.3 % for 0.1 ha subplots and 16.6 % for 1 ha subplots. Topographically heterogeneous sites showed positive spatial autocorrelation in AGB at scales of 100 m and above; at smaller scales, most study sites showed negative or nonexistent spatial autocorrelation in AGB. We further show that when field calibration plots are smaller than the remote sensing pixels, the high local spatial variability in AGB leads to a substantial “dilution” bias in calibration parameters, a bias that cannot be removed with current statistical methods. Overall, our results suggest that topography should be explicitly accounted for in future sampling strategies and that much care must be taken in designing calibration schemes if remote sensing of forest carbon is to achieve its promise.
1 Introduction

Forests represent the largest aboveground carbon stock in the terrestrial biosphere, and forest degradation and regrowth are globally important carbon fluxes (Pan et al., 2011). However, our ability to predict future atmospheric CO$_2$ concentrations or to implement effective carbon emission mitigation strategies (e.g. REDD+; Miles and Kapos, 2008) is limited by the accuracy of forest carbon stock estimates. The global monitoring of forest carbon stocks has thus come to the fore of the research agenda, with important implications in economics, policy and conservation (Gibbs et al., 2007). In recent years, aboveground carbon stock estimates based on field inventories and on remote sensing approaches have led to substantial progress in mapping broad-scale carbon stocks (Asner et al., 2010; Baccini et al., 2012; Malhi et al., 2006; Saatchi et al., 2011). However, substantial uncertainties are still associated with such carbon maps (Mitchard et al., 2013b).

Given the prohibitive cost of field and/or airborne campaigns to survey vegetation at broad spatial scales, space-based sensing of vegetation will probably soon dominate efforts to map and monitor forest carbon stocks beyond the landscape scale (Goetz and Dubayah, 2011; Wulder et al., 2012). Active remote sensing tools such as Light Detection and Ranging (LiDAR) and/or synthetic aperture radar (SAR) are currently the best candidates for forest carbon mapping at broad spatial scales. Two forthcoming spaceborne missions are thus of particularly interest: the LiDAR-based ICESAT2 mission (scheduled for launch in late 2015; Abdalati et al., 2010) and the P-band radar BIOMASS mission (scheduled for launch in 2020; Le Toan et al., 2011). Both instruments will have a relatively coarse resolution (50 m for ICESAT2 and 100–200 m for BIOMASS) and will rely on field data to calibrate their inversion models. Hence, the quality of the resulting forest carbon map will depend crucially on the accuracy and suitability of the field data used for calibration.

The quality of a field-based calibration and resulting products depends fundamentally on the degree to which forest biomass in entire pixels is represented by the field
data. In space-based remote sensing of forest biomass, sensor footprints are usually several to many times larger than field calibration plots (Baccini et al., 2007). If forest biomass is homogenous within pixel-sized areas, this mismatch in sample area will have little impact on calibration; however, if there is substantial local heterogeneity in biomass, then small ground samples will have large sampling errors. In general, the uncertainty associated with any field biomass estimate decreases as the sampling area increases. If sampling uncertainty is large, it is likely that the biomass maps calibrated using such field-based data will be unreliable. Furthermore, the remote sensing field of view is often different from the field-based one for several reasons including geolocalisation errors, the post-geoprocessing conversion of the ellipsoidal footprint into a square pixel, and the difference between the forest components measured (e.g. remote sensing canopy structure vs. field-based tree stem measurements; Mascaro et al., 2011). Such spatial mismatches may considerably increase the errors during the calibration step. There is thus a need to quantify these errors and test potential strategies to address them.

From a global perspective, ground sampling of forests is unevenly distributed. Over a million of forest inventory plots have been established across the temperate zone, with a high diversity in plot designs. For example, hundreds of thousands of permanent plots of approximately 0.1 ha are being monitored throughout the USA and Sweden (Bechtold and Patterson, 2005; Ranneby et al., 1987). However, in spite of the United Nations Food and Agricultural Organization Forestry programs, many areas, especially in the tropics, lack forest inventories. Individual scientists, sometimes working in collaborative networks, have collected data in hundreds of large plots (≥ 1 ha) in the tropics (Condit, 1995; Lewis et al., 2009; Phillips et al., 2009). Though these collections of field plots do not represent systematic or random samples, they are routinely used to estimate forest carbon storage or to calibrate remote sensing models (Asner et al., 2013; Baccini et al., 2012; Chave et al., 2008; Malhi et al., 2006; Saatchi et al., 2011). Yet, little attention has been given to quantifying the error associated with the field sampling strategies, or to propagating this error to remote sensing estimates of carbon stocks...
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2 Material and methods

2.1 Field data

We used standardized measurements in 30 large forest plots across three continents (8–50 ha each, Fig. 1 and Table S1). In 28 of the plots, all free-standing trees ≥ 1 cm dbh (diameter measured to the nearest millimeter at 130 cm above the ground or 50 cm above buttresses) were mapped, tagged, and identified taxonomically (Condit, 1998). In two additional plots, only trees ≥ 10 cm in dbh were included (Table S1). Trees < 10 cm dbh generally contribute less than 5% of the total AGB in mature tropical forests (Chave et al., 2003). Aboveground biomass of each individual stem was estimated using regression models based on the measured individual diameter and the wood specific gravity assigned to that species and site, or site-specific allometric equations (details in Table S1). We used only data on free-standing woody stems, and excluded

(but for notable exceptions see Gonzalez et al., 2010; Mermoz et al., 2014). This is the focus of the present study.

Here, we applied spatial statistic methods to forest stand level census data from a global network of 30 large permanent plots (8 to 50 ha) established in natural forests (Condit, 1998; Losos and Leigh, 2004) to simulate the range of ground forest sampling strategies and explore related uncertainties (Fig. 1; Supplement, Table S1). Using these very large plots, we address three main questions: (1) how large are field-sampling errors in aboveground biomass (AGB) stock, how do they vary across sites, forest types, and continents, and how do they scale with the area sampled? (2) What is the local spatial structure of AGB, and how does this spatial structure vary among sites? (3) What are the implications of field sampling error for the accuracy of remote sensing calibration equations under different calibration plot and remote sensing footprint areas, and different bias-correction procedures?
lianas from our analyses. Lianas generally represent less than 5% of the total biomass (e.g. Schnitzer et al., 2012).

The range in elevation across 19 forest plots showed a strong and significant correlation with topographic heterogeneity (Fig. S1). We therefore used the range in elevation, a metric available over all sites, as a proxy for topographic heterogeneity.

2.2 Sampling error in AGB

Each plot was gridded into subplots at spatial resolutions ranging from 5 to 250 m, to the extent feasible given the plot dimensions. Within each subplot, AGB (Mgha\(^{-1}\)) was calculated by summing AGB estimates for all trees whose stems were located within the subplot. We quantified the sampling error in AGB for subplots of area \(s\) (in ha) using the coefficient of variation of AGB among subplots, calculated as

\[
CV(s) = 100 \times \frac{\sigma(s)}{\mu}
\]

where \(\mu\) is the mean AGB in the plot, \(\sigma(s)\) is the standard deviation in AGB computed from subplots of area \(s\), and \(CV(s)\) is the coefficient of variation for plot area \(s\) in percent. A higher CV value indicates a higher spatial heterogeneity of AGB, and therefore higher sampling error.

We focused on the CV at the 1 ha scale, denoted CV(1) in our examination of variation in sampling errors among sites. We evaluated whether CV(1) increased with AGB among sites, and whether it increased with topographic heterogeneity as quantified by the elevation range, in both cases using nonparametric Spearman rank correlations. We also tested whether CV(1) varied significantly among continents or forest types using nonparametric Kruskal–Wallis tests.

To study the spatial scaling of sampling error with plot area, we fitted power functions to the relationship between CV and subplot area. In the absence of spatial autocorrelation (i.e. given independence of each grid cell), the central limit theorem implies that \(\sigma(s) \sim \frac{1}{\sqrt{s}}\), so the logarithm of \(CV(s)\) should decrease linearly with \(\ln(s)\),
and with a slope of $-1/2$. Under these conditions, the sampling error of AGB is thus $\text{CV}(s) = \frac{\text{CV}(1)}{\sqrt{s}}$, where CV(1) is the coefficient of variation of 1 ha subplots. If spatial autocorrelation is present, we expect that $\sigma(s) \sim \frac{1}{s^\gamma}$, where $\gamma \neq \frac{1}{2}$. Positive spatial autocorrelation should yield $\gamma < \frac{1}{2}$; negative spatial autocorrelation $\gamma > \frac{1}{2}$. To test for the significance of departure of $\gamma$ from $\frac{1}{2}$, we computed 95% confidence intervals of $\gamma$ using $\text{CI} = \gamma \pm t(\alpha, \text{df}) \times S_b$ where $t$ is the Student’s $t$ distribution, $\alpha$ the significance level (here 0.975), $\text{df}$ the degrees of freedom (here $n - 2$) and $S_b$ the estimated standard error in the slope.

### 2.3 Spatial autocorrelation in AGB

To analyze the spatial autocorrelation of AGB within field plots, we used wavelet-kernel functions (Percival, 1995). The wavelet transform analyses the variance across spatial scales $s$ by decomposing the signal into an orthonormal wavelet basis, in our case the isotropic Morlet wavelet (see details in Appendix S1, Supplement). A wavelet variance lower than one at a given spatial grain $s$ indicates a negative spatial autocorrelation, i.e. neighboring subplots with an area of $s^2$ are more different than expected under randomness, while a wavelet variance greater than one indicates positive spatial autocorrelation (neighboring subplots are more similar than expected).

At each spatial grain, we then tested whether the difference in spatial autocorrelation patterns across sites is explained by differences in topographic heterogeneity across sites using repeated and independent Spearman’s rho correlation tests between the wavelet variance and the elevation range within plots.

### 2.4 Implications of field sampling error for remote sensing calibration

To assess the implications of field sampling error for remote sensing calibration, we explored the joint influence of the field plot size and of the footprint size of a hypothetical remote sensing observation on the precision of the AGB estimate. We simulated
different field-based plot sizes and also different sizes of footprints, under the best-case scenario in which the remote sensing instrument was perfectly perceptive of AGB as measured in field plots. We modeled the remote sensing footprint as circles and the calibration plots as squares to simulate the spatial mismatch between the typical ground and remote sensing fields of view. We simulated field plots of 0.04, 0.1, 0.25, 0.5, 1, 2 and 4 ha centered in remote-sensing circular footprints of 0.5, 1, 2 and 4 ha (Fig. S2). We then calculated a measure of the mean error associated with the field plot – footprint comparison of AGB, ErrCV, for each combination of areas in which the field plot area is less than or equal to the footprint area as

$$\text{ErrCV} = \frac{\sqrt{\frac{1}{N} \times \sum_{i=1}^{N} (\text{AGB}_{\text{footprint},i} - \text{AGB}_{\text{subplot},i})^2}}{\frac{1}{N} \times \sum_{i=1}^{N} \text{AGB}_{\text{footprint},i}}$$

(2)

where $N$ is the number of simulations (1000 per combination), $\text{AGB}_{\text{footprint},i}$ is the AGB measured within the remote-sensing footprint (i.e. the circle) for the $i$th simulation, and $\text{AGB}_{\text{subplot},i}$ is the AGB measured within the field subplot for that simulation. In five of our plots (Haliburton plot and the four Ituri plots), dimensions were too small to accommodate a circular 4 ha footprint and were thus not considered to calculate ErrCV at this scale.

To illustrate how field sampling error propagates into AGB maps, we then fit calibration equations from the combination of simulated remote sensing pixels and field calibration plots. For this exercise, we simulated square remote sensing pixels of 4 ha. This spatial resolution mimics that of the BIOMASS mission’s future instrument (Le Toan et al., 2011). Given the size of our field plots, we were able to simulate 60 such pixels (i.e. two per plot). Within each simulated pixel, we assumed that a single randomly located field plot was available for calibration, and we let the area of this field plot vary in size, from 0.01, 0.04, 0.25, 0.5, 1 and to 2 ha. We expect the calibration to be of poorer quality for smaller subplots than for larger ones. To assess the goodness of fit, we calculated the regression coefficients of an ordinary least squares (OLS) lin-
ear regression between the AGB estimated in the calibration subplots of a given area and the simulated pixels. We changed the location of the subplots a thousand times and averaged the regression coefficients for each subplot size.

It is well-established in the statistical literature that random error in the independent variable, such as that which results from sampling error in field plots, leads to systematic underestimation of the OLS regression slope, a bias referred to as attenuation or regression dilution (Fuller, 1987). This phenomenon is easily understood as the OLS slope $\beta$ is calculated as $\beta = \frac{\sigma^2(X, Y)}{\sigma^2(Y)}$ where $\sigma^2(X, Y)$ is the covariance of $X$ and $Y$ and $\sigma^2(X)$ is the variance of $X$. If $W$ is a measure of $X$ with measurement error (that is, $W = X + \epsilon_X$), then $\sigma^2(W) > \sigma^2(X)$ and $\sigma^2(W, Y) < \sigma^2(X, Y)$ (Mcardle, 2003). Hence, the estimate of $\beta$ tends to zero as the measurement error in $X$ increases to infinity. In practice, this means that in the presence of error in the independent variable $X$, the slope of an OLS regression always is underestimated, a phenomenon referred to as the dilution bias.

Several methods have been proposed to correct for this bias (Carroll and Ruppert, 1996; Frost and Thompson, 2000; Smith, 2009). The method of moments estimator (Carroll and Ruppert, 1996; Fuller, 1987) assumes that a corrected slope, $\beta_{MM}$, could be calculated from the observed slope, $\beta$, using a reliability ratio, $R_r$, with

$$\beta_{MM} = \frac{\beta}{R_r} \tag{3}$$

where

$$R_r = \frac{\sigma^2(W) - \sigma^2(\epsilon_X)}{\sigma^2(W)} \tag{4}$$

To estimate $\sigma^2(\epsilon_X)$, the variance of the error in $X$, we simulated a realistic reliability study (i.e. repeated measurements in $X$) and estimated $R_r$ using the intra-class correlation coefficient (ICC), an accurate proxy for $R_r$ (Frost and Thompson, 2000). ICC
was estimated through a one-way analysis of variance of repeated measures. We simulated “new” measurements by bootstrapping over 0.01 ha (10 m × 10 m) sub-subplots for each nested subplot (i.e. 100 bootstrapped values for each of the 60 calibration plot) and calculated the ICC considering the nested subplots as factor in the one-way analysis of variance. This approach was called “within subplot $R^2$”. A second reliability study approach, assuming that additional subplots (i.e. replicates) were established randomly inside the 4 ha pixel, is shown in Appendix S2 and in Fig. S3, Supplement.

We also evaluated two alternatives to OLS that have the potential to produce less bias in calibration equations. First, the Reduced Major Axis (RMA) regression minimizes the sum of squared distances both horizontally (accounting for the error in $X$) and vertically (accounting for the error in $Y$). Second, the nonparametric Theil–Sen estimator, also known as Sen’s slope estimator or the single median method, is the median of all the slopes determined by all pairs of sample points. Both methods have been proposed as preferred alternatives to OLS in remote sensing studies (Cohen et al., 2003; Fernandes and Leblanc, 2005; Mitchard et al., 2013a; Ryan et al., 2012).

All analyses were performed using R version 2.15.1 (R Development Core Team, 2012). The R code for the analyses is available on request from the first author.

3 Results

3.1 Sampling error in AGB across spatial scales and forest plots

The coefficient of variation for AGB at the 1-hectare scale, CV(1), varied among sites ($n = 30$) from 5.1 %, in the Haliburton plot (Canada), to 29.9 %, in the Palanan plot (Philippines), with a mean of 16.6 %, and a median of 15.2 % (Table S2). The best predictor of variation in CV(1) among plots was within-plot elevation range, that is, the difference between the highest and lowest elevation (Spearman’s rho $= 0.70$ and $p < 10^{-4}$; Fig. 2a). Thus, topographic heterogeneity explained considerable variation in AGB heterogeneity among sites. In contrast, CV(1) was not significantly correlated...
with mean AGB (Spearman’s correlation test, \( p = 0.15 \)), and did not differ significantly among tropical \(( n = 20)\), subtropical \(( n = 3)\) and temperate \(( n = 7)\) forests (Kruskal–Wallis test, \( p = 0.47 \)) or among continents (Kruskal–Wallis test: \( p = 0.18 \)). Asian tropical field plots tended to show higher biomass heterogeneity than other tropical field plots (median CV(1) of 24.4 and 14.3 % respectively).

Regressing the logarithm of CV\((s)\) against ln\((s)\), we found that the exponent \( \gamma \) was significantly lower than \( 1/2 \) in 15 of our 30 sites, indicating significantly positive spatial autocorrelation in AGB at about half of the sites, and significantly higher than \( 1/2 \) in only two sites, the Ituri Edoro1 plot in Democratic Republic of Congo and the Paracou plot in French Guiana (Fig. 2b, Tables S2 and S3). Sites with greater elevation range showed lower fitted \( \gamma \) values (\( \rho = -0.47 \) and \( p = 0.01 \)). Such positive spatial autocorrelation means that extrapolation from 1 ha values under the assumption of no spatial autocorrelation will lead to a slight but systematic overestimation of CV\((s)\) for areas \((s)\) smaller than 1 ha, and underestimation for areas larger than 1 ha (Fig. S4).

### 3.2 Spatial autocorrelation in AGB at multiple spatial scales

Decomposition of the variance in AGB at different spatial grains using wavelet analysis confirmed significant spatial autocorrelation of AGB in most plots (Figs. 3a, S5 and S6). There was a general trend for negative spatial autocorrelation at spatial grains of approximately 25 to 75 m and for positive spatial autocorrelation at spatial grains of 100 m and beyond (Fig. 3a). The plots with greater topographic heterogeneity were characterized by stronger spatial autocorrelation at distances > 100 m (Fig. 3b).

### 3.3 Implications of field sampling error for remote sensing calibration

We quantified how field-based sampling error scales with both field plot and remote sensing footprint areas. For very small field subplots (0.1 ha and below), sampling error was due mostly to field sampling and relatively insensitive to the footprint size (Fig. 4). For subplots and footprint size of 0.5 ha and larger, subplot area and footprint area had
similar effects on the sampling error. The error due to the spatial mismatch (circle vs. square) was much higher for small calibration plots even for a fixed ratio of the field calibration plot area to the footprint area (Fig. S8).

We explored how field-based sampling error propagate into AGB maps derived from remote sensing products. The OLS regression slope was underestimated by an average of 54% with 0.1 ha subplots and by 37% with 0.25 ha subplots (Fig. 5a, see examples of fits on Fig. S9). This result shows that even if though such models all correctly predict the mean AGB of the calibration plots, those with a large dilution effect (i.e. slope underestimation) would underestimate the variance in AGB, and thus systematically underestimate AGB in high AGB areas, and overestimate it in low AGB areas. Alternatives to OLS models, such as Reduced major axis (RMA) or the Theil–Sen estimator, did not fully correct for this bias (Fig. 5b). Our bias correction approach, based on bootstrapping over spatial variability within our subplots, remained too conservative, but outperformed the RMA and the Theil–Sen estimator for plots ≥ 0.25 ha (“within subplot $R_r$” in Fig. 5b, see also Appendix S2, Supplement for another reliability study approach).

4 Discussion

Given the pressing need to monitor global forest carbon stocks, ecologists and remote sensing experts need to pay careful attention to accurately quantifying the errors associated with forest carbon estimates. Our results indicate that large spatial sampling error is associated with plot sizes smaller than 0.25 ha (> 26%). Many of the plots in standard forest inventories are much smaller than 0.25 ha and are regularly used for calibrating remote sensing models. Our findings suggest that using such small field plots to calibrate remote sensing products may lead to strong systematic biases in carbon maps.
4.1 Quantifying sampling error in AGB

According to theory, sampling error in AGB decreases predictably with plot area. Previous studies have investigated the spatial scaling of sampling error in forest AGB (Baraloto et al., 2013; Chave et al., 2003; Holdaway et al., 2014; Keller et al., 2001; Wagner et al., 2010), but the present study is the first to generalize these findings across a wide range of forest types, both temperate and tropical. We found that the relative spatial sampling error in AGB averages ~16.6% of the mean at 1 ha, and this error scales roughly with \(s^{-1/2}\) where \(s\) is the plot area. Sampling error tended to be larger in hilly terrain confirming that topography is a major driver of AGB heterogeneity (e.g., de Castilho et al., 2006). This result suggests that forest biomass maps in hilly areas have larger uncertainties, and that sampling designs should take topography into account. This is an important finding given that 23% of the world’s forests are on hilly terrain (Table S4). We found no other systematic trends among continents or forest types or with mean AGB. Asian tropical forests displayed higher sampling errors than other tropical sites, but this could be explained by the larger topographic heterogeneity in our tropical Asian study sites (Table S1). This finding is no accident of our study locations; remaining old-growth tropical forests in Asia are disproportionately located in topographically complex terrain, more so than on other continents (Table S4), probably because these areas have disproportionately escaped human disturbance.

The careful quantification of spatial sampling error described here should be useful in providing guidelines for forest inventory design at the national scale, as well as in remote sensing applications (see below). It should, however, be borne in mind that we focused on errors resulting from spatial sampling and ignored other sources of error which also contribute significantly to uncertainty in AGB estimates, including errors in field measurements (e.g. diameter and height measurements or wood density attribution through floristic identification; Flores and Coomes, 2011; Larjavaara and Muller-Landau, 2013), data cleaning procedures (Muller-Landau et al., 2014), biomass allometries (Chave et al., 2004; Molto et al., 2013), and wood carbon content (Thomas...
and Martin, 2012). Finally, we focused on AGB stocks; sampling error in AGB changes is far larger due to the low frequency of AGB loss events (Chambers et al., 2013; Muller-Landau et al., 2014; Wagner et al., 2010).

### 4.2 Spatial autocorrelation in AGB and consequences for field sampling

The wavelet analysis revealed that most study sites displayed significant spatial autocorrelation in AGB with contrasting patterns at different spatial grains. On average, a negative autocorrelation occurred at spatial grains between 25 and 75 m. Hence, neighboring field plots ranging in size from 25 m × 25 m to 75 m × 75 m tend to provide less similar AGB estimates than plots that are separated by greater distances. Such negative autocorrelation pattern may be interpreted as the effect of spatially localized AGB changes due to treefall gap openings. For instance, in a Neotropical forest of French Guiana, van der Meer and Bongers (1996) found that the effects of large tree gaps typically occur at such spatial grains. As AGB is mainly shaped by large trees, another explanation may lie in the nature of the spatial distribution of these large trees (Lutz et al., 2013). Both competition for below- and aboveground resources among individuals and Janzen–Connell-type effects in large diameter species may generate strong density-dependence between large trees, and thus negative autocorrelation pattern in AGB. At larger distances (≥ 100 m), AGB was positively autocorrelated in many sites, and significantly so, with the degree of autocorrelation positively related to topographical heterogeneity, a feature known to influence forest structure (e.g. de Castilho et al., 2006; McEwan et al., 2011). Thus, 1 ha and larger plots are expected to be statistically more representative of a larger remote sensing footprint area than expected under the null hypothesis of no spatial correlation.

The spatial structures we found have implications for optimal plot sampling designs for forest inventories. Negative or nonexistent spatial autocorrelation at scales less than 100 m suggests that there is generally no gain in representativeness from locating multiple small plots within a small area or footprint (≤ 100 m) rather than establishing one or few larger plots in the same area. That is, because neighboring small plots are just
as different, if not more different, from a focal plot than more distantly located small plots. Therefore expanding a single small plot provides similar or more information than adding another small plot nearby. A number of forest inventory designs use clusters of very small plots (≤ 0.04 ha); e.g., the US Forest Service Forest Inventory and Analysis program (Bechtold and Patterson, 2005). These cluster designs have distinct disadvantages for calibrating remote sensing products as their small dimensions are below the resolution of most sensors (see below), and their edge to area ratios are higher than single larger plots of the same total area. Although small plots may have practical advantages in field sampling, these should be carefully weighed against the above-mentioned disadvantages.

In contrast, significant spatial autocorrelation of AGB at scales larger than 100 m suggests that many intermediate scale plots of ~ 0.25–1 ha will better approximate the mean AGB of a landscape than fewer large plots having the same total surveyed area. This would be especially true if such a sampling design was stratified according to topography. However, as discussed below, small plots may lead to strong systematic biases and errors when used individually for calibrating remote sensing products of larger resolution.

4.3 Field sampling error and remote sensing of carbon stocks

As expected, sampling error depends both on field plot area and on the size of the remote sensing footprint. However, when field subplots were very small (0.1 ha and below), the uncertainty was due mostly to field sampling, and was relatively insensitive to the footprint area. For subplots and footprints of 0.5–4.0 ha, both subplot and footprint areas have strong effects on sampling error. We also found that error was much lower for large calibration plots even when the same ratio of calibration plot area to footprint area was maintained. This reflects decreasing edge-to-area ratios for larger area, which also provide other advantages to larger plots (Mascaro et al., 2011; see also Zolkos et al., 2013).
Our analyses show that field-sampling strategy may result in a serious bias in model calibration of remote sensing products. When this bias is present, inversion models return AGB values that are regressed to the mean of the calibration plots (Fig. 5a), and thus underestimate the true spatial AGB variance. For instance, in a recent study that used 112 circular 0.13 ha plots to calibrate L-band radar products (Carreiras et al., 2012), the slope of an OLS regression was found to be underestimated by 86 % and the final AGB map displayed a much lower variance than the global map produced by Saatchi et al. (2011). The dilution bias is independent of the number of calibration plots, and it depends only on the size (and thus sampling error) of these plots. In addition such an inversion model estimates is expected to estimate the mean AGB of the sampling plots correctly (Fig. 5a), but the mean of a biomass map may still seriously be biased, unless calibration plots are truly representative of the AGB for the mapped area.

We tested several alternative approaches to OLS regression and found that the best way to diminish this bias is to bootstrap over spatial variability within subplots and to correct the estimated slope using these simulated “replicates”. Some remote sensing studies have argued that alternative to OLS regression such as RMA or the Theil–Sen estimator are good alternatives to OLS regression when errors occur in X (Cohen et al., 2003; Fernandes and Leblanc, 2005; Mitchard et al., 2013a; Ryan et al., 2012). Here, we showed that these alternatives do not resolve the dilution bias and still provide strongly biased products. Furthermore, the use of RMA is contentious (Carroll and Ruppert, 1996; Smith, 2009), especially if the primary purpose of the regression equation is prediction (Legendre and Legendre, 1998). Sampling error propagation in other empirical calibration approaches should be carefully explored in the future.

The best way to avoid the dilution bias is to use calibration plots covering entire remote sensing pixels. For remote sensing tools with a resolution on the order of 4 ha, such as the planned BIOMASS mission, it is realistic to invest in a network of similarly-sized field calibration plots. Though such field sampling is expensive, it would greatly improve the basis for mapping forest biomass. An alternative is to calibrate coarse-resolution remote sensing with higher-resolution remote sensing such as airborne Li-
DAR, which is itself well calibrated with smaller plots (Mascaro et al., 2011). In these cases, care must be taken that errors and uncertainties are carefully and appropriately propagated through the two-stage calibration to the final map (Asner et al., 2013).

5 Conclusion

Accurate measurements of forest carbon stocks are critical to reduce uncertainties in the global carbon budget. However, uncertainty associated with forest carbon map products, from either field based and/or remote-sensing approaches, has been overlooked in most studies. In this paper, we used a large-scale global dataset to illustrate that high spatial variability in AGB within forested sites leads to large sampling error at standard plot sizes (< 0.25 ha). Topographical heterogeneity is a major source of sampling error and should be thus explicitly accounted for in future sampling scheme. We also show that remote sensing products that rely on field data for calibration may be highly biased if field-sampling error is large. Such biases have previously been ignored by the remote sensing community and, as we show, can only be partially corrected by statistical methods alone. Overall, our results strongly suggest that more large forest plots (> 0.25 ha) are needed to enable accurate calibration of remote sensing estimates of forest carbon. We hope that this contribution will stimulate further work on field sampling error propagation to remote sensing products and that future studies will pay more careful attention to field sampling strategies.

Supplementary material related to this article is available online at http://www.biogeosciences-discuss.net/11/5711/2014/bgd-11-5711-2014-supplement.pdf.
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**Fig. 1.** Study sites. Geographical distribution of the 30 sites (red points) included in the present study. Note that the four sites at Ituri (Democratic Republic of Congo) are represented by a single dot due to their proximity. Forest distribution is shown in green (from Bontemps et al., 2011). Details on study sites are provided in Table S1.
**Fig. 2.** Sampling error as a function of topographic heterogeneity and of spatial scale. (a) represents the coefficient of variation for AGB at the 1 hectare scale, CV(1), as a function of elevation range (the difference between highest and lowest altitude in the plot) for each of the plots. (b) shows the spatial scaling of sampling error in AGB within sites, from 0.0025 ha to 6.25 ha. The coefficients of variation (CV(s)) of AGB for individual sites (dotted lines) and means over all sites (solid black line) as a function of subplot area, are compared with the theoretical slope of −0.5 (on these log–log axes), in the absence of spatial autocorrelation in AGB (solid grey line). Separate graphs for each individual site are provided in Fig. S4 and separate graphs according to the topographic heterogeneity are provided in Fig. S5.
Fig. 3. Scale-dependent patterns of spatial autocorrelation in AGB and relationship to topographic heterogeneity. (a) shows the spatial grain-dependent patterns of spatial autocorrelation in AGB as reflected in the wavelet variance as a function of spatial grain for each site (dashed lines), together with the ensemble average across all sites (solid black line). In the absence of spatial autocorrelation the wavelet variance is expected to equal one irrespective of spatial grain (solid grey line). A wavelet variance lower than one at a given spatial grain (e.g., the average for 25–75 m) indicates overdispersion at that spatial grain, while a wavelet variance greater than one (e.g., the average for > 100 m) indicates clustering at that spatial grain. (b) shows the Spearman’s rho correlation of the elevation range with the wavelet variance among sites, as a function of spatial grain at which the wavelet variance is computed. P values of the Spearman’s rho correlation tests are provided within the panel and indicate that significant negative correlations between the wavelet variance and the topographic relief occur at spatial grains of approximately 20 m, while strong and significant positive correlations occur at spatial grains above 100 m. Separate graphs for each site, with confidence intervals for the null hypothesis of no spatial correlation, are shown in Fig. S6; separate graphs with sites grouped by topographic heterogeneity are shown in Fig. S7.
Fig. 4. Expected errors when the calibration/validation plots and the remote sensing footprint differ in shape and size. The remote sensing footprint is assumed circular, and subplots are assumed to be square to simulate the spatial mismatch between the remote sensing signal and the calibration plot. The mean ErrCV in AGB estimates across all sites \((n = 30)\) is given within the figure and the range of ErrCV across sites is given in parentheses below the mean.
Fig. 5. Propagation of field sampling error to remote sensing products: the dilution bias. (a) illustrates the mean regression lines obtained from an OLS linear regression between the AGB estimated within 4 ha pixels randomly established in large plots \((n = 60, \text{ dependent variable})\) and variable-size subplots located within these pixels (independent variable). Different subplot areas were simulated (see key). An unbiased estimated slope should be equal to one. Slope dilution biases associated with each subplot area are provided in parentheses. All the lines cross at the mean AGB over all sites showing that the regression correctly predicts the mean AGB of the calibration plots. However, the smaller the subplot, the more regressed to the mean the predictions. (b) shows how the estimated slope varies under different potential correction methods (see key) and with subplot area, compared with the true slope of one (solid grey line).