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Glacier and ice sheet geometry depend on climatic and ice dynamic processes that are coupled and often highly complex. Thus, partitioning and understanding the drivers of change to glacier and ice sheet geometry requires creative approaches.

Radiostratigraphy data document emergent layers in the ablation zone of western Greenland that emulate theoretical englacial flow paths. Yet true alignment between radar layers and the englacial flow field can be uncertain because these structures have travelled hundreds of km from their original point of deposition, have been shaped by ice deformation for millennia, and have been subjected to complex and three-dimensional ice motion across steep and rugged bedrock terrain. In Chapter 2 I address this problem. Using ice dynamics information from a thermomechanically coupled, higher order ice sheet model, in conjunction with an observationally based test built on principles of mass conservation, I demonstrate that real world effects do not disrupt alignment between targeted ablation zone emergent radar layers and the local, present-day ice flow field.

Topographically driven processes such as wind-drifting, avalanching, and shading, can sustain mountain glaciers situated in settings that are otherwise unsuitable for maintaining glacier ice. Local topography can thus disrupt the way regional climate controls glacier retreat, which limits insight into the climate representativeness of some mountain glaciers. In Chapters 3 and 4 I address this issue. Analyzing glaciological, geodetic, and meteorological data, I quantitatively demonstrate that the glacier-climate relationship at a retreating cirque glacier evolved as mass balance processes associated with local topography became more influential from 1950 to 2014. I then assess regional glacier area changes in the Northern Rockies from the Little Ice Age glacial maxima to the modern. I characterize terrain parameters at each glacier and estimate glacier thickness. Using these data and extremely simple models of ice mass loss I assess climatic, topographic, and glaciological drivers. Predictable factors like initial glacier size, aspect, and elevation only partly explain the observed pattern of glacier disappearance. This implies that less predictable and poorly resolved processes like avalanching and wind-drifting drive spatially complex patterns of glacier mass change across this mountain landscape.
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Chapter 1

Figure 1

Ice geometry, climate, and ice dynamics are coupled in the glacier system, which can lead to geometric responses that are not straightforward or automatic. (a) Steady state conditions for a glacier in equilibrium with climate and ice dynamics. Mass is added at high elevations on the glacier, in the accumulation zone (blue arrow). Mass leaves the system at low elevations, in the ablation zone (red arrow). Mass is transferred via ice flow (black arrow). Components of glacier geometry that are subject to change given climate or ice dynamic forcings are listed. (b) Transient state after the glacier system has been subjected to some forcing (e.g. increased accumulation, big blue arrow). Glacier response now (time 1) is an increase in ice thickness. (c) Transient state in response to an increase in ice thickness. Glacier response now (time 2) is an increase in ice speed and glacier length.

Chapter 2

Figure 1

Study area in western Greenland. Shown with ice surface elevation contours in meters above sea level (gray lines and shading; data by Bamber et al., 2013) and the ice divide (thick white line; data by Zwally et al., 2012). Inset shows the location of the study area (red) within context of the entire Greenland Ice Sheet. This and all subsequent figures use geographic coordinates in polar stereographic projection (true latitude $70^\circ$, central meridian $-45^\circ$). The outlet glaciers Isunnguata Sermia and Russell Glacier are indicated (white arrows). Location of IceBridge flightlines (thin white lines), K-transect surface mass balance sites (black diamonds), the modeled ice flowline (black line), and the Equilibrium Line Altitude (ELA; black triangle), are also shown. The extents of traced radar layers used to calculate radar-derived mass conserving (rMC) ablation rates are shown on the zoomed inset of IceBridge flightlines (bold black lines), plotted over surface mass balance output from the regional climate model RACMO (gridded, colored cells; data by Noël et al., 2016).

Figure 2

Schematic shows an along-flow cross section of the ablation zone, illustrating mass conservation below the ELA.

Figure 3

Ice deformation results. The deforming strain ellipsoids are shown along particle path P1 (black line) at 400 year snapshots. The ice surface (gray line), bed (brown line), and the ELA (black triangle) are also shown.

Figure 4

Simulation results. Simulated isochrones (colored lines: blue to orange, youngest to oldest) and particle paths (black lines) are shown from burial in the accumulation zone to emergence in the ablation zone. Note that due to the aspect ratio, vertical motion is exaggerated 83x. Ice surface (gray line), bed (brown line), and the ELA (black triangle) are also shown. The extent of Figure 7 is
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indicated (red box). There is a third dimension (Northing) to these results which is not shown here.

Figure 5 .............................................................................................................................................41
The angle between simulated isochrones and particle paths P1-P5. Results are shown as particles age from deposition near the ice divide (age 0), to emergence near the ice sheet margin.

Figure 6 .............................................................................................................................................42
IceBridge radargram showing internal layers along an ablation zone cross section. Ice flow is West to East. Ice surface (thin black line) and bed (brown line) picked from the radar data are shown. The thick bold white reflector at ~1/3 ice depth is a surface multiple, an artifact of airborne radar depth sounding (data by Leuschen, 2011). Inset shows map view of IceBridge flight lines, with the extent of this radargram highlighted (red).

Figure 7 .............................................................................................................................................43
Comparison between simulation and observation. (A) Simulated isochrones (colored lines: blue to orange, youngest to oldest) and englacial particle paths (black lines), and (B) observed internal layers in IceBridge radiostratigraphy (Leuschen, 2011), with one traced radar layer shown (blue line). The ice surface (gray line), bed (brown line), and surface multiple are as in Figure 6. Inset shows map view of IceBridge flight lines, with the extent of this radargram segment highlighted (red).

Figure 8 .............................................................................................................................................44
(A) Radar-derived, mass-conserving (rMC) ablation rates (blue dots), K-transect in situ observations (black diamonds), and regional climate model RACMO output (gray dots) plotted against elevation. (B) Plot shows the effect of using englacial particle paths that are departed from radar layers. The fraction of the ice column (top x-axis) increases as departure from the traced radar layer (bottom x-axis) increases. Increased fractions of the ice column result in increased ablation rates (y-axis). Departures are expressed relative to the traced radar layer shown in (C). (C) Along-flow cross section showing IceBridge ice surface (black line), bed (brown line), and traced radar layer (blue line), presented the same as in Figure 6 but without the complete radiostratigraphy and with less vertical exaggeration. Hypothetical particle paths dipping 1°, 2°, and 3° from the traced radar layer (dashed black lines) are also shown.

Figure S1 .............................................................................................................................................53
Ice deformation results show (a) deforming strain ellipsoids in map view, plotted with IceBridge flight lines (black lines) and K-transect sites (black diamonds) for spatial context; (b) deforming strain ellipsoids along a transverse (north-south) cross section, showing the ice surface (gray line) and bed (brown line); and (c) rotation and stretching incurred from deposition to time step 2800 yr along particle path P1 (Fig.3).
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Figure S2..........................................................................................................................54
Average error for vertical strain rates calculated on different length scales. This curve was used to determine the optimal smoothing window (4500 m, boxed) for convolving velocity data and computing strain rates.
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Figure 1..........................................................................................................................83
(a) Study area in the U.S. Northern Rocky Mountains, located just south of the USA-Canada border, as indicated by the red box on the inset map. The 39 named glaciers within and near Glacier National Park (GNP) are shown (blue). The continental divide (dashed black line), GNP boundaries (solid black line), the location of Sperry Glacier (small box), Kalispell Historical Climate Network (HCN) meteorological station (black triangle), and snow measurement sites (black circles), are also shown. (b) Worldview imagery from 07 September 2014 depicts Sperry Glacier with the 1950 (white line) and 2014 (black line) glacier margins shown. The approximate seasonal snow line (dotted black line) and the main ridge that defines the crest of the cirque headwall above Sperry Glacier, as well as the west ridge which bounds Sperry Glacier (dotted white line), are also depicted. Elevation (m) above sea level (a.s.l.) is represented by thin black contour lines. Stakes where glaciological measurements were made are shown (red) as is the Sperry Glacier meteorological station (black triangle).

Figure 2..........................................................................................................................84
Sperry Glacier on 01 September 2009. Arrow points to the north. Note low-sloping proglacial terrain. In 1950 and 1960, the glacier extended onto this relatively flat ground. Gunsight Peak is indicated by the black star. The west ridge, headwall, cornice, bergschrund, and moraines discussed in the text are labeled. Photograph credit: USGS Climate Change in Mountain Ecosystem photograph archives.

Figure 3..........................................................................................................................85
Elevation change over Sperry Glacier from (a,b) 1950-1960, (c,d) 1960-2005, and (e,f) 2005-2014. Left column shows elevation change across the glacier surface, and right column shows hypsometry of elevation change. Black dots on the hypsometry figures (b,d,f) indicate individual pixels, red dots indicate elevation band means, and horizontal red bars indicate elevation band mean errors. Error is mostly smaller than, and therefore obscured by, the red dot. The missing upper section is delineated by the dotted line in (a) and (c). Data from 2005-2014 were used to fill in this missing section. These 2005-2014 infill data are indicated by the gray dots in (b) and (d).

Figure 4..........................................................................................................................86
Ordinary least squares (OLS) linear regressions between climate data and glaciological mass balance for 2005-2014. (a) Summer, i.e. July, August, September (JAS), positive degree days versus summer mass balance. The linear regression is shown in red text and is plotted (solid red line). The 95% confidence interval on the regression is also shown (dotted red lines). (b) Peak snow water
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equivalent (SWE) versus winter mass balance. SWE data are from the Mount Allen snow course. The linear regression is shown in blue text and is plotted (solid blue line). The 95% confidence interval on the regression is also shown (dotted blue lines).

Figure 5 ..................................................................................................................................................87
Annual climate data for 1950-2014 and comparison of regression and geodetic mass balance results. (a) Positive degree days (PDD) calculated from the Kalispell Historical Climate Network summer, i.e. July, August, September (JAS), temperature data, adjusted for elevation by the standard lapse rate. (b) Peak snow water equivalent (SWE), calculated from Mount Allen snow course data. Mean (solid line) and one standard deviation (dashed line) of PDD and SWE for each geodetic mass balance interval (1950-1960, 1960-2005, 2005-2014) are plotted and reported in text with standard deviation. (c) Regression results for annual mass balance (black dots, thin black line) are shown, as are regression results for the average mass balance from 1950-1960, 1960-2005, 2005-2014 (black dotted lines). Calibrated, annual glaciological balances are shown (red dots), as is the average of this glaciological balance from 2005-2014 (red dotted line). Errors, set by confidence intervals on the linear regression, are also shown (light gray boxes). Geodetic mass balances for 1950-1960, 1960-2005, and 2005-2014 are plotted (horizontal black lines) with errors (dark gray boxes).

Figure 6 ..................................................................................................................................................88
Snow avalanches and wind drifted snow at Sperry Glacier. (a) Aerial photograph of Sperry Glacier taken on 8 September 1960 shows a prominent ridge of wind drifted snow that is evidence of southwest winds in the basin (black arrows), is shown. The cornice that is evidence of south winds (red arrows) is labeled. Sperry Glacier meteorological station is shown (red triangle) and the approximate elevation (2475 m a.s.l.) above which the winter and summer mass balance gradients change is drawn. The photograph also shows the glacier lapping over the top of Gunsight Peak (black star) at the highest elevation of the ridge (dotted white line). Photograph credit: USGS Climate Change in Mountain Ecosystem photograph archives. (b) Sperry Glacier in June, 2010. Snow sluffing and loose avalanches off the headwall are depicted. Photograph was taken from the Sperry Glacier meteorological station, labelled “b” in (a). Photograph credit: Joel Harper. (c) Sperry Glacier in June, 2006. Cornice collapse (on the left) often causes a localized slab avalanche. Loose avalanche depicted on the right. Photograph credit: USGS Climate Change in Mountain Ecosystem photograph archives. Photograph was taken from the approximate location labelled “c” in (a).

Figure 7 ..................................................................................................................................................89
Parsing local from regional mass balance drivers. (a) Hypsometry of the 1950 glacier, presented in 50-m elevation bands (black bars). (b) Sperry Glacier hypothetical mass balance, as it varies with elevation, given 1950 glacier hypsometry and mass balance gradients. Solid lines show the summer (red),
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winter (blue), and annual (black) balances calculated using field-measured local (L) and regional (R) mass balance gradients shown in (c). Dotted black lines show the same but excluding L at high elevations, i.e. using R only. (c) Hypsometry of the 2014 glacier surface (black bars), and mass balance gradients measured at Sperry Glacier (red and blue dots and lines). The mean of 2005-2014 summer (red dots) and winter (blue dots) point mass balances, measured at stakes sites, are plotted against the average elevation of the 50-m elevation band wherein the stake was located. Lower elevation (< 2475 m) mass balance gradients reflect regional (R) mass balance gradients for melt (dashed red line) and snow water equivalent (SWE) (dashed blue line). Higher elevation (> 2475 m) mass balance gradients reflect local (L) mass balance gradients for melt (dotted red line) and SWE (dotted blue line). (d) Sperry Glacier hypothetical mass balance as shown in (b), but given 2014 glacier hypsometry.

Figure S1 ........................................................................................................95
Elevation differences over the stable bedrock used for DEM co-registration are shown on a forced -10 m to 10 m scale. The full suite of elevation differences over stable bedrock terrain is shown in Figure S2.

Figure S2 ........................................................................................................96
Elevation differences over stable bedrock terrain before (gray bars) and after (black bars) co-registration of the (a) 1960/2005 and (b) 2005/2014 DEMs. Plots show the magnitude (x-axis) and pixel count (y-axis) of elevation differences over stable bedrock terrain that is low-sloping (< 30°), and free of vegetation, snow, and ice. Text on the plots reports mean, root mean square error (rmse), and standard deviation (std) of these elevation differences for the raw (gray text) and co-registered (black text) results. The number of pixels used for co-registration for 1960/2005 (n = 23,951) was fewer than for 2005/2014 (n = 127,440) due to the 2005 and 2014 DEMs covering more bedrock terrain. Dark gray bars are an artefact of light gray bar transparency.

Figure S3 ........................................................................................................97
Auxiliary meteorological and snow data. (a) Mean annual air temperatures measured (solid lines) at the Kalispell Historical Climate Network (HCN) station (red) compared with mean annual air temperatures according to North American Regional Reanalysis output (dotted lines) for a single 32-km grid cell containing the Kalispell station (black), and two 32-km grid cells containing the Kalispell station and Sperry Glacier (yellow). (b) Annual peak SWE data for six snow stations in the study area. Station details listed in Table S3.
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Map of the study area showing Little Ice Age (LIA) and modern (21st century) glaciers. LIA glaciers that disappeared are shown in red, LIA glaciers that persisted are shown in gray, and modern glaciers are shown in blue. The boundary of Glacier National Park (GNP) is delineated (black line), as is the
continental divide (dashed black line). Extent of Figure 8 is outlined by the black box, and the nine LIA glaciers >1.5 km² are labeled.
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Example of LIA moraines. (a) East-facing Clements Glacier in 1910 (Source: Clements Glacier National Park archives). (b) The site of Clements Glacier in 2010. Seasonal snow is visible, but glacier ice here has disappeared (Source: USGS Climate Change in Mountain Ecosystems archive).
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CHAPTER 1
INTRODUCTION TO THE DISSERTATION

1. Background

Glacier and ice sheet change is compelling, both because it alters the landscape in
dramatic and relatable ways (Popovich, 2017; Schiermeier, 2016), and because it has
hydrologic consequences that affect irrigation, hydropower, and global sea level (Bolch
et al., 2012; Moon et al., 2018; Sorg et al., 2012; Yi et al., 2017). Understanding glacier
and ice sheet change requires process-based insight into the mechanics of these glacial
systems. One fundamental way to gain such insight is to inspect changing glacier and ice
sheet geometry.

The geometry of a glacier or an ice sheet is determined by the volume of ice mass
involved, and by the distribution of that ice mass across the landscape. These are in turn
defined by climate, which controls ice mass input and output at the surface boundary (i.e.
surface mass balance), and ice dynamics, which control the flux of ice mass through
space (Cuffey and Paterson, 2010; Hooke, 2005; Oerlemans, 2001; van der Veen, 2013).
Neither of these sets of processes – surface mass balance or solid mass flux – operate
independently (Figure 1).

Instead, climate, ice dynamics, and geometry of the glacier or ice sheet are intimately
coupled. For example, climate sensitivity of a mountain glacier is strongly influenced by
glacier geometry due to the so-called height-mass balance feedback; enhanced melt at the
terminus of a glacier decreases its overall elevation distribution, which increases the
surface area subjected to enhanced melt (Oerlemans, 2001). Similarly, thinning
sensitivity of outlet glaciers along the western Greenland ice sheet is strongly influenced by glacier geometry; in the studied region, advection dominates diffusion (i.e. Péclet numbers are high) where outlet glaciers are steep and thin, which limits the inland propagation of thinning initiated at the terminus (Felikson et al., 2017).

The interdependence of glacier geometry, climate, and ice dynamics can also lead to nonlinearities in the geometric response of glaciers to simple step-wise changes in climate. Simple models show that when the bed topography underlying a mountain glacier contains an overdeepening, i.e. reverse slope at the lip of an alpine cirque, then steady state geometry is bimodal, with modes distinguished by presence or absence of antecedent ice (Oerlemans, 1987).

This dissertation addresses scientific problems involving this type of complex interplay between glacier and ice sheet geometry, climate, and ice dynamics. To introduce broadly relevant concepts and to contextualize my research, here I define different components of glacier geometry and briefly explain glacier response time. I then provide an overview of dissertation chapters.

1.1 Components of glacier and ice sheet geometry

Glacier geometry may be described by one-, two-, or three-dimensional data. Ice volume (3D) is the most hydrologically relevant metric of glacier geometry, as ice volume can be directly converted to water mass given material (ice, snow, firn) densities. Glacier volume varies substantially depending on the glacier type, with ice sheets being the largest volumes of ice on Earth, e.g. the Greenland Ice Sheet is 2,990,000 km³ (Moon et al., 2018). Small mountain glaciers are on the other end of Earth’s ice volume.
spectrum. For example, Sperry Glacier, a cirque type glacier in Glacier National Park in the Northern Rocky Mountains, is only ~0.03 km³ (Brown et al., 2010). Determining glacier and ice sheet volume requires knowledge of glacier area and ice thickness. Ice thickness is determined via direct measurements from ice penetrating radar (e.g. Leuschen, 2011), and via interpolation from spatial statistics such as kriging or from applying principles of mass conservation (Morlighem et al., 2013).

The geometry of a glacier may also be described only by glacier surface area (2D). Using aerial and satellite imagery, glacier areas can be delineated in map-view (i.e. Latitude/Longitude, x/y) geographic space by tracing the boundaries of ice depicted in georeferenced imagery (Pfeffer et al., 2014). Glacier area data may be scaled to ice volume using physical relationships derived from dimensional analysis of continuum mechanics equations (Bahr et al., 1997, 2014).

The geometry of a glacier is most succinctly described by glacier length (1D). Although glacier length is only one dimensional, and therefore cannot be directly converted to glacier mass, this 1D metric of glacier geometry can nonetheless be related to glacier mass balance so that variations in glacier length (i.e. glacier retreat) may be interpreted in the context of climatic forcing (Leclercq and Oerlemans, 2012; Oerlemans, 1994, 2005; Roe et al., 2016).

Glacier geometry is not restricted to the glacier boundary, but also encompasses englacial structures. Englacial layers, i.e. glacier stratigraphy, are three dimensional structures but may be imaged in two dimensions using ice penetrating radar collected along cross-glacier transects. Radar waves transmitted at or above the glacier surface penetrate the ice, and are reflected by englacial layers due to contrasts in dielectric
permittivity caused by differing dust content, crystal structure, or layer density (Hempel et al., 2000). Given radar wave velocity (v), and measuring the two-way travel time (t) of radar wave returns, distance (d) to englacial structures may be solved for (d=vt). Thus, cross sectional images of the glacier are developed from radar data collected along transects, resulting in radargrams that depict bedrock, ice thickness, and englacial layers (Brown et al., 2017; Catania et al., 2008).

1.2 Response time

The time required for a glacier to achieve new equilibrium length after some climatically induced mass balance change is formally defined as the glacier response time. It is determined mathematically as the characteristic time required for a modelled glacier to adjust from one equilibrium state to the next. Adjustment is technically designated as the state where the glacier has achieved (1–e⁻¹) of its length change, thus the response time is defined mathematically as the e-folding time (Leclercq and Oerlemans, 2012).

A simple approximation of glacier response time - formal derivation presented by Cuffey and Paterson (2010) - is to divide the average ice thickness by the ablation rate at the terminus, i.e. \( H/\dot{a} \). According to this simplest approximation, the response time of the Greenland Ice Sheet (given \( H = 3000 \) m, \( \dot{a} = 1 \) to \( 2 \) m yr⁻¹) is millennial while the response time of a temperate mountain glacier (given \( H = 150 \) to \( 300 \) m, \( \dot{a} = 5 \) to \( 10 \) m yr⁻¹) is decadal (Cuffey and Paterson, 2010).

However, simplified and mathematical considerations of glacier response time must be reconciled with more complex and observed accounts of real world glacier change.
Observations of Greenland surface elevation change (Csatho et al., 2014), terminus position change (Nick et al., 2009), and speed change (Moon et al., 2012) document ice sheet responsiveness on time scales much shorter (seasons, years, decades) than the millennial response time. Bahr et al. (1998) show that, counter to what is predicted by the simple $H/\dot{a}$ approximation, the response time of a large glacier can be faster than that of a smaller glacier given reasonable glacier hypsometry and mass balance. Glacier length data from the North Cascades in North America and the Swiss Alps in Europe further emphasize the importance of hypsometry on glacier response, with low-sloping, long glaciers showing longer response times and steadier retreat with less fluctuation than steep, short glaciers (Barry, 2006).

Regardless of the precise lag between perturbation and glacier response, it is because of this fundamental behavior – where glacier geometry does not necessarily respond instantaneously to external perturbations – that glacier change signals are dampened relative to the higher frequency signals of interannual variations in climate. Consequently, except in special cases (Brinkerhoff et al., 2017), many glaciers are robust and straightforward indicators of climate change trends, integrating interannual noise yet still sensitively and directly linked to climate (Roe et al., 2016).

2. Overview of contents

In this dissertation I investigate climatic and ice dynamic drivers of glacier geometry changes in two very distinct settings. In Chapter 2, I focus on englacial structures of the ablation zone in the western Greenland Ice Sheet. In the remaining chapters, I focus on glacier geometry changes in the Northern Rocky Mountains. Chapter 2 has been
published in the journal Frontiers in Earth Science: Cryospheric Sciences (Florentine et al., 2018b), Chapter 3 has been published in the journal The Cryosphere (Florentine et al., 2018a), and Chapter 4 is in an advanced state approaching readiness for submission. Each of these papers uses observational data and simple models to address distinct scientific problems, and to draw three independent sets of interpretations and conclusions.

2.1 Greenland Ice Sheet ablation zone radiostratigraphy project overview

Ice within the Greenland Ice Sheet is comprised of stratigraphic layers deposited annually. The spacing of these layers is controlled by rates of supra-glacial accumulation (Waddington et al., 2007) and sub-glacial melt (Fahnestock et al., 2001), while layer slope and orientation is controlled by ice flow and deformation (Holschuh et al., 2017). Extensive ice penetrating radar surveys over the course of the last three decades have resulted in ice sheet wide documentation of Greenland’s englacial stratigraphy, which has been used to deduce glaciologically useful information, such as the age structure of the ice sheet interior (Macgregor et al., 2015). Yet limitations to automatic layer tracing methods and radar signal attenuation (Legarsky and Gao, 2006) have precluded inspection of englacial layers in the ablation zone near the ice sheet margin.

In this dissertation, I present results from a detailed and multifaceted analysis of a dense network (500 m north-south spacing) of ablation zone englacial layers documented by NASA Operation IceBridge Multi-channel Coherent Depth Sounding Radar (MCoRDS) data (Leuschen, 2011). I trace layers using a semi-automated algorithm which side stepped the obstacles associated with automated layer tracing routines, enabling me to capture englacial geometry documented by relatively noisy
radiostratigraphy data. Traced radar layers are subsequently used in one alignment analysis that is entirely based on observational data. This analysis is complemented with three other analyses of the ice flow field based on model output from a thermomechanically coupled, higher order ice sheet model (Meierbachtol et al., 2015). Three appendices to the main body of the dissertation provide supporting information for this Greenland radiostratigraphy analysis.

2.2 Northern Rocky Mountain cirque glacier project overview

Mountain glaciers are linked to erosion and mountain landscape evolution (Harbor et al., 1988), alpine ecosystems (Cannone et al., 2012), mountain hazards (Richardson and Reynolds, 2000), and hydrology (Gabbi et al., 2012). Collectively, small (<1 km$^2$) mountain glaciers (i.e. cirque glaciers) contain enough frozen water that excluding them from total, global ice volume and mass estimates introduces up to 10% error (Bahr and Radić, 2012). So, understanding the response of small mountain glaciers to changing, warming climate has implications that extend beyond the discrete 10$^0$ km$^2$ scale of the individual icy landform.

Furthermore, cirque glaciers are an important part of the allure of U.S. National Parks in the Rocky Mountains (i.e. Rocky Mountain National Park and Glacier National Park), which draw millions of tourists and hundreds-of-millions of tourism dollars to the parks and surrounding areas every year (Grau, 2015). It is therefore worthwhile to understand the processes and climate linkages that control these particular mountain glaciers so that accurate, scientifically sound information can be communicated to the public.
Glacier mass balance (Clark et al., 2017) and glacier margin (Fagre et al., 2017; Fagre and Martin-Mikle, 2018) data enable inspection of processes that control cirque glacier geometry changes in the Northern Rocky Mountains. In this dissertation I leverage these and other data to quantify geometric and ice mass change on decadal and centennial time scales. This work elucidates the evolving and spatially complex relationship between cirque glaciers and regional climate.
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Figure 1. Ice geometry, climate, and ice dynamics are coupled in the glacier system, which can lead to geometric responses that are not straightforward or automatic. (a) Steady state conditions for a glacier in equilibrium with climate and ice dynamics. Mass is added at high elevations on the glacier, in the accumulation zone (blue arrow). Mass leaves the system at low elevations, in the ablation zone (red arrow). Mass is transferred via ice flow (black arrow). Components of glacier geometry that are subject to change given climate or ice dynamic forcings are listed. (b) Transient state after the glacier system has been subjected to some forcing (e.g. increased accumulation, big blue arrow). Glacier response now (time 1) is an increase in ice thickness. (c) Transient state in response to an increase in ice thickness. Glacier response now (time 2) is an increase in ice speed and glacier length.
CHAPTER 2

RADIOSTRATIGRAPHY REFLECTS THE PRESENT-DAY, INTERNAL ICE FLOW FIELD IN THE ABLATION ZONE OF WESTERN GREENLAND

Abstract:
Englacial radar reflectors in the ablation zone of the Greenland Ice Sheet are derived from layering deposited in the accumulation zone over past millennia. The original layer structure is distorted by ice flow toward the margin. In a simplified case, shear and normal strain incurred between the ice divide and terminus should align depositional layers such that they closely approximate particle paths through the ablation zone where horizontal motion dominates. It is unclear, however, if this relationship holds in western Greenland where complex bed topography, three dimensional ice flow, and historical changes to ice sheet mass and geometry since layer deposition may promote a misalignment between present-day layer orientation and the modern ice flow field. We investigate this problem using a suite of analyses that leverage ice sheet models and observational datasets. Our findings suggest that across a study sector of western Greenland, the radiostratigraphy of the ablation zone is closely aligned with englacial particle paths, and is not far departed from a state of balance. The englacial radiostratigraphy thus provides insight into the modern, local, internal flow field, and may serve to further constrain ice sheet models that simulate ice dynamics in this region.
1 Introduction

As ice sheets accumulate mass, surfaces are buried which then define discrete internal layers. Layer geometry is initially controlled by rates of surface accumulation, and further altered by internal deformation as ice flows away from the source. Buried surfaces have contrasting dielectric permittivity, which are revealed by ice penetrating radar due to discrete acid layers from volcanic aerosol deposition (Hempel et al., 2000; Millar, 1981), density contrasts, and differing crystal fabric orientation (Fujita et al., 1999). The hundreds of thousands of kilometers of airborne radar data collected over the Greenland Ice Sheet (GrIS) (Leuschen, 2011), document this internal architecture, the radiostratigraphy, thus providing insights into historical and current ice sheet conditions.

Radiostratigraphy has proven useful for a variety of glaciological investigations. For example, radargrams have been used to calculate historical accumulation rates (Karlsson et al., 2014; Waddington et al., 2007), illuminate strain history (MacGregor et al., 2016), characterize englacial drainage (Catania et al., 2008), quantify geothermal heat flux (Fahnestock, 2001) and constrain model estimates of basal motion (Holschuh and others, 2017). Studies utilizing radiostratigraphy for investigations of ice sheet dynamics have focused nearly exclusively on accumulation zones. This is in part because a small fractional area of the Greenland and Antarctic ice sheets experience net ablation, but is also because the continuity of radar reflectors tends to be poor near the margin where ice is thin, the surface is rough (Sime et al., 2014), and in the case of the GrIS, the steep and high relief basal topography (e.g. Lindbäck and others, 2014) often complicates radar reflections. Nevertheless, radiostratigraphy has potential to provide unique constraint on ice dynamics in the ablation zone of the GrIS.
Prior work suggests that original depositional layering becomes aligned with internal particle paths in the ablation zone of Barnes Ice Cap (Hudleston and Hooke, 1980), where the ice residence times are relatively short, i.e. thousands of years. Similarly, internal layers have been shown to be closely aligned with englacial streamlines in a numerical model of a synthetic accumulation zone, as long as horizontal ice flow is fast relative to vertical flow, and the ice is thick relative to the spacing of underlying bedrock peaks and troughs, i.e. the wavelength of bed roughness (Hindmarsh and others, 2006). The GrIS ablation zone indeed has a dominant component of horizontal motion, which is due to flow mainly by sliding (Ryser et al., 2014). Therefore, internal radar reflectors potentially reveal the englacial flow field of the GrIS ablation zone. Where radar grams are oriented tangent to the direction of ice flow, radar layers perhaps even approximate englacial streamlines.

Alternatively, the long residence time of ice in the GrIS implies that the climate, the ice geometry, and the flow field have all undergone substantial adjustments since ice now in the ablation zone was originally deposited near the divide. Layering in the ablation zone may be remnant structure, more related to the integration of transient historical conditions and upstream ice flow than to the present-day, local flow field. For example, we know that the southwest GrIS underwent km-scale retreat and thinning at the margins during the mid-Holocene (Simpson et al., 2009; van Tatenhove et al., 1996). Additionally, the bed topography and thinning ice in the ablation zone may further complicate the relationship between layering and ice flow. Uncertainty regarding the alignment between ablation zone radiostratigraphy and the englacial flow field casts
doubt on the utility of these data as an observational constraint on local, present-day ice dynamics.

Here we address the question of differences between englacial stratigraphy and the internal flow field by investigating the relationship between radar-detected layers in the western GrIS ablation zone and modern ice sheet conditions. A true comparison requires particle paths within the ice to be defined with perfect fidelity, but this is an unobservable entity. To manage this dilemma, we take the following approach to our analysis: 1) analyze the deformation field along a flowline to test for a characteristic pattern of strain that reorients depositional layering as it flows to the ablation zone; 2) compare model simulated isochrones and model simulated ice flow particle paths along a GrIS flowline; 3) compare particle paths and isochrones from ice flow simulations to observations of emergent radar layers documented in radiostratigraphy data; and finally, 4) employ an observation-based test for alignment between radar-detected internal geometry and the modern ice flow field using principles of mass conservation.

2 Methods
2.1 Study Area

We focus on the ablation zone of the Kangerlussuaq sector, a land-terminating section of the GrIS (Figure 1). The study region includes the widest ablation zone of the ice sheet, which extends ~100 km inland from the ice margin. The equilibrium line altitude (ELA) is at ~1530 m. a.s.l. according to recent in situ surface mass balance measurements (van de Wal et al., 2012). Below the ELA, surface mass balance is increasingly negative, with ablation at low elevations removing up to 4 m yr\(^{-1}\) (van de Wal et al., 2012). Recent
surface elevation lowering rates documented by 1992-2012 laser altimetry measurements are < 0.5 m yr\(^{-1}\) and are attributed predominantly to increasing melt rather than to changes in ice dynamics (Csatho et al., 2014). Ice velocity is variable in both space and time below the ELA, with spatial and seasonal patterns near the terminus roughly mirroring complex underlying bedrock topography (Jezek et al., 2013; Palmer et al., 2011). The seasonal and spatial mean speed of ice near the margin is ~100 m yr\(^{-1}\) (Joughin et al., 2010). Ice is roughly 1500 m thick near the ELA, but the region is incised by several deep bedrock troughs (Lindbäck et al., 2014). Thus the characteristic ice thickness near the margin is ~1000 m over bedrock troughs, and ~700 m over bedrock ridges.

### 2.2 Radiostratigraphy

A dense array of 40+ IceBridge flight lines was flown along this sector of the GrIS in 2011, providing radiostratigraphy data (Leuschen, 2011) for more than 2,000 km within the study area (Figure 1). The flight lines are oriented approximately along-flow. To represent radar data in geographic space we converted two-way travel time data to depth assuming that the wave speed in air and ice are 300 m \(\mu s^{-1}\) and 168 m \(\mu s^{-1}\) respectively. No firn correction was necessary as the data analyzed were within the ablation zone. In addition to the data processing already applied by Leuschen (2011), we further processed radar data by applying a logarithmic transformation, removing background noise, and applying a Hilbert transform to the raw power return data. This additional processing aided radiostratigraphy visualization.

Our observation-based test (described in Sect. 2.3.4) required englacial geometry provided by internal layers, so we digitally traced radar layers. Automated tracing
methods do not perform well in our near-margin study area (Legarsky and Gao, 2006). Nonetheless, we were able to successfully trace internal layers using a semi-automated method which combined visual inspection, user-defined picks, and data-driven interpolation. The interpolation algorithm matched user-defined picks to the nearest sample of the nearest radar trace. Vertical error (discerned by repeat picking along the same layer) was 16 m, which is comparable to the reported radar data depth accuracy of 13.6 m (Leuschen, 2011). Average horizontal error on traced layers was much larger (250 m), because the aspect ratio necessary for visualizing and tracing emergent layers favored vertical over horizontal resolution. We used the IceBridge ice surface and bed picks provided by Leuschen (2011).

2.3 Alignment Analyses

No single measure can reveal the relationship between radiostratigraphy and ice flow, because an observationally validated description of the internal flow field does not exist. We therefore investigate the geometry of the radiostratigraphy with regard to four separate aspects of the internal flow field, each described individually below.

2.3.1 Ice Deformation

To quantify ice deformation between the present-day ice divide and ablation zone, we analyzed the cumulative strain along a flowline (Figure 1). We define cumulative strain as time-integrated strain along a particle path. By computing cumulative strain, we assess the stretching and rotation of primary layering due to deformational processes. The deformation field was derived from a three dimensional, thermomechanically-coupled,
higher-order ice sheet model, representing a steady state instance of the model that is consistent with modern ice sheet geometry and velocity (Meierbachtol et al., 2015). The model assimilated surface velocity observations (Joughin et al., 2010), and used a numerical mesh shaped by high-resolution (1km²) bedrock and ice surface data (Bamber et al., 2013). We calculated the cumulative strain rotating and elongating ice as it moves englacially from point of deposition in the interior, to emergence near the margin.

To visualize the accumulated strain, we considered a deforming unit ellipsoid that travels along a representative particle path. The unit ellipsoid started with equal length, width, and height at deposition. Subsequently, its dimensions and orientation were deformed by the magnitude and direction of cumulative principal strain. To assess the overall magnitude of total strain along particle path P1, we compute the natural octahedral unit shear (see Supplementary Material for computation details).

2.3.2 Simulating Isochrones and Particle Paths

To assess how the modelled internal ice flow field relates to englacial layers in the ablation zone, we simulated isochrones and particle paths using the same ice flow model (Meierbachtol et al., 2015) of the study region. The simulation reveals the geometric relationship between internal layers and streamlines in a flow field that is consistent with present-day ice sheet geometry and velocity. To simulate englacial particle paths, we followed a collection of particles through the modelled flow field, from deposition in the accumulation zone to emergence in the ablation zone. We employed a simple Lagrangian approach to particle tracking. This avoids the conditional instabilities associated with pure advection equations (Pattyn, 2002). In a Lagrangian coordinate system, particle
position is given by a set of simple ordinary differential equations, i.e. \( \frac{dx}{dt} = u(x,y,z,t) \), where east-west longitudinal ice velocity is \( u \), north-south transverse ice velocity is \( v \), and vertical ice velocity is \( w \). Each component of the velocity field \( (u,v,w) \) was defined by a thermomechanically-coupled model solution of ice flow, which accounted for higher order stresses and represented a steady state instance of ice dynamics (Meierbachtol et al., 2015). After applying a Gaussian filter to ensure smooth integration, we integrated velocity \( \left( \frac{dx}{dt}, \frac{dy}{dt}, \frac{dw}{dt} \right) \) to solve for particle position given by northing, easting, and elevation. Although the velocity field fed to the ode integrator was defined on a finite element mesh, particles were tracked in a pure Cartesian space. Particle paths were defined by particle positions at one year time steps through the ice flow field.

In order to simulate isochrones, we tracked particle age \( (A) \) by solving the simple ordinary differential equation \( \frac{dA}{dt} = 1 \), using the odeint solver from the scipy library (adapted from Hindmarsh, 1983). Particles were initiated with an age of zero years at the ice surface, so the surface boundary condition was \( A(z=s)=0 \). The age solution was therefore very simple: with each one year time step the ice particle was one year older (Pattyn, 2003). Finally, to quantify the spatial alignment of simulated isochrones and particle paths, we calculated the three-dimensional angle between short (~5 km long) isochrone and particle path segments.

### 2.3.3 Comparing Radiostratigraphy to Simulated Isochrones

To test for alignment between the observed and modelled internal ice flow field, we compare the pattern and geometry of radar-detected layers against simulated isochrones. The comparison shows whether or not observed internal layers (which have been
subjected to real world transience) agree with modelled layers (which are the product of a simulation with no transience). This comparison did not involve exact target matching of specific layers; such an exercise is precluded by simplification to the modelled domain. Furthermore, small errors in the modelled velocity field propagate during isochrone simulation, which does not compromise layer orientation and slope (e.g. Holschuh et al., 2017), but which can result in large errors on the absolute location of internal layers (Hindmarsh et al., 2009). We circumvent these issues by qualitatively comparing modelled isochrones to radiostratigraphy. The purpose of this comparison is to test of whether or not the structural pattern of layers produced by the modelled ice flow field reflects the englacial layers documented by radiostratigraphy.

2.3.4 Mass-conserving Ablation: An Observation-based Test

Lastly, we run a strictly observation-based test of the hypothesis that radar layers are parallel to englacial particle paths, independent of ice sheet model assumptions and parameters. This final analysis considers the relationship between observations of ice flow, surface melt, and internal layer geometry in the ablation zone. It assesses whether or not observed layers are consistent with the local flow field and present-day surface mass balance. The test involves the calculation of mass-conserving ablation rates. To explain the test, we first must inspect the ablation zone system.

Figure 2 depicts an along-flow cross section through an ice sheet ablation zone. In this dynamic system, ice is advected toward the margin. Meanwhile, ablation removes mass at the ice surface, increasing in magnitude as the surface elevation decreases. Englacial particles therefore travel pathways that eventually intersect the ice surface. Vertical
strain due to flux divergence will also remove (or add) ice between the particle and the ice surface along this emergent, englacial particle path. Because mass is conserved, ablation and ice flow may be related as:

$$-\frac{n}{\Delta t} = \bar{a} + \bar{\varepsilon}_{zz}\eta$$

(1)

where the overbars denote horizontal averages, and $-\frac{n}{\Delta t}$ is the average rate at which mass is lost along the emergent particle path. Within this term, $\Delta t$ is a time step, defined by the length of the englacial particle path ($dx$) and the average ice speed along the layer ($\bar{v}$), and $\eta$ is a fraction of the ice column. This rate of mass loss is attributable to the average rate of ablation along the layer ($\bar{a}$) and the average flux divergence, i.e. the average rate of component thickness change due to vertical strain ($\bar{\varepsilon}_{zz}\eta$). Basal melt is negligible compared to surface melt (Harper et al., 2016), and would only act to shift the entire near surface domain downward, so it is neglected. The formulation assumes a state of balance between modern velocity, geometry, and ablation, which is justified by laser altimetry measurements (Csatho et al., 2014) that show small surface elevation lowering rates (<0.5 m yr$^{-1}$) in our study area. Equation 1 is merely a rearranged expression of the conservation of mass equation commonly used in glaciology (see Supplementary Material), which involves only a fraction of the ice column as opposed to the full ice thickness.

IceBridge radiostratigraphy data document emergent internal layers that mimic the conceptualized englacial particle path depicted in Figure 2. If these radar layers do indeed approximate englacial particle paths, then the layers should provide geometry that balances with the ice flow field and local surface mass balance. To test this, we used satellite-derived velocity data and vertical strain rates derived therein (see Supplementary
Material) to define ice flow components (\(\bar{v}, \bar{e}_{zz}\)), and traced emergent radar layers to define geometric components (dx, \(\eta\)) of Equation (1). We then solved for the ablation rate required to conserve mass. Finally, we compared this radar-derived, mass-conserving (rMC) ablation rate to independent metrics of ablation provided by the regional climate model RACMO (see Supplementary Material) and K-transect measurements (van de Wal et al., 2012). We traced 113 along-flow emergent radar layer segments, used them to define geometry and ice flow terms, calculated rMC ablation rates, and finally compared rMC to RACMO and K-transect ablation.

In this system, mass is conserved on some characteristic time scale that is neither too short nor too long. For example, on the seasonal to interannual time step (too short), the ice geometry varies with winter snow accumulation and summer ablation, and velocity fields vary between days, seasons, and years (Bartholomew et al., 2011; Sole et al., 2013; Sundal et al., 2011). On a millennial time step (too long) the ice geometry varies due to climate-driven changes in ice volume (e.g. Alley et al., 2010). The critical averaging time step (\(\Delta t\)) is therefore many decades up to a century or two. This defines the time step of interest for our testing. We accordingly limit calculation of mass-conserving ablation rates to radar layers that define a time step of at least a century.

Solving for ablation enables us to leverage the obvious and simple relationship between elevation and ablation. Ablation rates derived from Equation (1) should be high magnitude at low elevation, and low magnitude at high elevation. Therefore, to vet radar-derived results, we analyzed the linear relationship between rMC ablation and elevation. If the magnitude and elevation trend of rMC ablation agrees well with independent metrics of melt (K-transect, MAR), then this would be evidence that radar layers act as
proxies of englacial particle paths (i.e. Figure 2). To explore the effect of using englacial particle paths that are instead departed from radiostratigraphy, we also solved for rMC ablation rates using hypothetical particle paths that dipped up to 3° degrees from the radar layer.

3 Results

3.1 Ice Deformation

Strain ellipsoids (Figure 3) illustrate englacial deformation along particle path P1 at 400 year snapshots. The pattern of principle strain for current ice sheet conditions is characterized predominantly by longitudinal (east-west) stretching and rotation onto horizontal. Englacial layers that start off as vertically stacked and equidimensional at the ice divide rotate and collapse 84° onto horizontal in the east-west direction, stretch in the east-west direction by 150%, compress in the north-south direction by 84%, and compress vertically by 67%. To uphold conservation of mass given the incompressibility of ice, the residual of principal strain components (i.e. \( R = \varepsilon_1 + \varepsilon_2 + \varepsilon_3 \)) should be zero.

The calculated principal strain along P1 had a mean residual of \( \bar{R} = -8.39 \times 10^{-6} \). See Supplementary Material for visualizations of the deformed strain ellipsoid in the transverse vertical plane and map view, which further emphasize how ice deformation yields structures aligned with ice flow near the margin (Supplementary Figure 1). By 2800 yr the total strain was 2.84. The subhorizontal layers of the ablation zone therefore correspond to initially subhorizontal layering in the accumulation zone, but elements reaching the ablation zone have been rotated counter-clockwise (along flow) by nearly 90 degrees and stretched out one and a half times.
3.2 Simulated Isochrones and Particle Paths

Although we solved for 100 particle paths overall, here we focus our results on five representative particles spaced 30-120 km from the ice divide (Table 1, Figure 4). These particles travel pathways from different points of burial in the accumulation zone to emergence in the ablation zone. Particle P5 originates highest in the accumulation zone (30 km from the ice divide), and P1 starts lowest in the accumulation zone (120 km from the ice divide). P5 travels a path that extends deeper than that traveled by P1, and emerges at the ice surface at a lower elevation (< 500 m a.s.l.). P1 travels a shallower path, and emerges at a higher elevation (1,103 m a.s.l.).

In the accumulation zone, the ratio between vertical and horizontal flow is non uniform with progressively more vertical dominated flow toward the divide. Yet, as all particles approach the ELA (from Easting ~75-125 km), travel paths are dominated by horizontal flow. At the ELA, particles begin to experience complex flow, as the bed roughens and the ice thins. The ratio between vertical and horizontal flow varies from 1-10% in the ablation zone; in some sections the dominance of horizontal motion is disrupted as particles are advected hundreds of meters (i.e. 200-350 m) up and over bedrock peaks and ridges and then hundreds of meters down into bedrock troughs.

The age of ice at emergence across the ablation zone ranges from as young as 2 kyr to as old as 9 kyr. Ice that is 2 kyr old emerges at the surface about 30 km below the ELA. By 70 km below the ELA, about mid-way across the ablation zone, the ice is 4 kyr old at emergence. Here, ice that is at roughly three quarters ice depth, or ~500 m below the surface, is 9 kyr old.
High above the ELA, simulated isochrones and particle paths intersect. Yet, toward the ice sheet margin, the two align as the ice rotates, stretches laterally, and assumes mainly horizontal displacement. Quantitative assessment of this alignment is shown by the angles between linear segments of each (Figure 5). The initial angle between each particle path and the first isochrone (1 kyr) is variable. P5 is closely aligned (0.8°) with isochrone 1 kyr right away, while P2 is oriented more obliquely (5°). The final angle is also variable. P1 is only within 1.5° of alignment with the final isochrone it intersects (isochrone 3 kyr), while P2-P5 are within 1° of parallel (of isochrones 4 kyr–9 kyr). Yet overall, the angle between simulated isochrones and particle paths decreases from the point of deposition to the point of emergence along P1, P2, P3, P4, and P5. Alignment only increases with distance from the divide, and time since deposition. By the 4 kyr time step, particle paths are misaligned by less than 1° from isochrones. The spatial relationship between internal layers and streamlines varies from sub-perpendicular near the ice divide to sub-parallel near the ice margin. In a flow field consistent with present-day ice sheet geometry and velocity, layers near the margin are aligned with the englacial flow field.

3.3 Isochrones and Radiostratigraphy

IceBridge radar data reveal clear internal layers that intersect the ice surface at elevations ranging from 900-1300 m a.s.l (e.g. Figure 6). Layering is easily observed in the upper half of the ice column. In the lower third of the ice column, and within ~20 km of the ice margin (i.e. Easting ~228 km), virtually no layering is observed. This could be due to any combination of the following: (a) layering has been distorted by complex ice
flow beyond recognition; (b) much or all of the ice near the margin is temperate
(Harrington et al., 2015); (c) signal scattering and off-nadir reflections are caused by
complex bed topography; and/or (d) radar waves are attenuated by water in streams and
the rotten cryoconite layer at the surface, so that low power returns associated with basal
layer reflectors are lost.

Modelled isochrones show good agreement with radar layers in terms of orientation
and relative position (Figure 7). Both show emergent layers between elevations of 900
and 1300 m a.s.l., and between Eastings of -177 km and -195 km. Both show layers that
drape topography. This qualitative agreement indicates that real-world internal layers are
consistent with the modelled internal flow field. Layers depicted in IceBridge
radiostratigraphy that have been shaped by past transience are comparable to layers that
have been shaped by a simulation of present-day ice flow.

3.4 Mass-conserving Ablation

IceBridge flight lines are oriented within 1° of the mean ice flow direction up glacier
of Easting -210 km. Down-glacier of this cutoff an obliquely-oriented bedrock trough and
the Russell Glacier outlet divert ice flow. However, the easternmost sections of IceBridge
radargams (e.g. Figure 6) document two dimensional cross sections of ice flow. Radar
flight lines essentially follow flowlines above 800 m a.s.l. and thereby can be used for the
mass conservation analysis outlined by Figure 2 and in Sect. 2.3.4. Particle path lengths
delineated by the 113 traced radar layers are tens of kilometers (i.e. 8.20 km to 34.3 km).
The average ice velocity along these layers ranges from 59.3 m yr\(^{-1}\) to 120 m yr\(^{-1}\), so that
the characteristic time steps are century-scale (100 years to 327 years). The average
vertical strain rates are on the order of $10^{-3}$ yr$^{-1}$ (i.e. $-2.2 \times 10^{-3}$ yr$^{-1}$ to $+2.4 \times 10^{-3}$ yr$^{-1}$), and the fractions of the ice column are hundreds of meters, so that flux divergence along the particle path adds and subtracts tens of centimeters. Median values are shown in Table 2.

Mass-conserving ablation rates, derived from radar layers and observational data on ice flow, increased with decreasing elevation (Figure 8). The rMC ablation showed a statistically significant trend with elevation ($p < 0.01$, $r^2 = 0.952$), consistent with RACMO ($p < 0.01$, $r^2 = 0.958$). The median of rMC ablation was $-1.36 \pm 0.37$ m yr$^{-1}$ ($n=113$), also consistent with RACMO (median = $-1.81 \pm 0.74$ m yr$^{-1}$, $n=113$). The magnitude of rMC ablation rates were furthermore consistent with in situ measurements of ablation from the K-transect at similar elevations (mean = $-1.16 \pm 0.55$ m yr$^{-1}$, $n=3$).

In contrast, our analysis shows that if particle path slopes were just a few degrees off from radar layers, then the corresponding rMC ablation rates would overestimate comparable RACMO melt. Figure 8c demonstrates how a particle path dipping 1°, 2°, and 3° from the traced radar layer would result in substantial increases in the fraction of the ice column used to calculated rMC ablation. As Equation 1 and Figure 8b show, rMC ablation and the fraction of the ice column are linearly related. Particle paths merely a few degrees departed from the radar layer yield mass conserving ablation rates that are more than 100% off from ablation reported by RACMO and the K-transect. Layers imaged by ablation zone radiostratigraphy balanced optimally with present-day data on ice flow and surface mass balance when treated as direct proxies of englacial particle paths.
4 Discussion

The salient result of our analyses is that the flow field along our western GrIS transect transforms primary layer structures deposited in the accumulation zone into a layer structure in the ablation zone that is aligned with the horizontal direction of ice flow. The depositional layer spacing is not necessarily preserved, however, due to flux divergence during margin-ward flow. Particle flow paths are normal to layering at the divide, oblique to layering along the flanks of the accumulation zone, and parallel to layering below the equilibrium line. A cross section of the radiostratigraphy in the ablation zone that is oriented parallel to the direction of ice flow therefore reveals layer orientation that is representative of local englacial streamlines. This contrasts with other ice sheet circumstances, where folded (Siegert et al., 2004) and disturbed (Rippin et al., 2006) layers are inconsistent with present-day conditions, and have been shown to be remnant structures of past flow that have little relation to the local, modern flow field.

Each of our analyses relies upon modern instances of ice sheet mass balance, geometry, and velocity. We have not explicitly accounted for past or ongoing transience. However, on the time scale of recent years to decades this region has thinned on the order of tens of centimeters per year (Csatho et al., 2014; Helm et al., 2014), likely due to increased surface melt (Fettweis et al., 2011). On the millennial time scale, geologic (van Tatenhove et al., 1996) and modeling (Simpson et al., 2009) studies imply that the ice margin retreated on the order of tens of kilometers ~4 kyr ago, which was assumed to be accompanied by changes to the geometry of the remaining ice sheet. In fact, the scale of mid-Holocene retreat in this area is seemingly greater than other marginal areas (Simpson et al., 2009). This apparent discrepancy between past transience in ice sheet geometry,
and our analyses that imply the radiostratigraphy is consistent with a modern snapshot of the ablation zone, must somehow be reconciled.

Why do these modern ablation and velocity datasets balance against the emergent layer structure? The answer likely is in the characteristic length scale used in our mass conservation analysis. It is associated with a displacement time constant of centuries. Decadal period imbalances therefore could have been lost to centennial-scale diffusion, which would imply that the recently measured 0.5 m yr\(^{-1}\) rate of surface elevation lowering (Csatho et al., 2014) has not been constant over recent decades. Alternatively, sustained ablation changes on the century time scale could have been compensated by velocity changes, e.g. more melt accompanied by more ice delivered from up-stream would dampen the rate of ice sheet thinning and geometric change. It seems that transience on the millennial time scale, including the readvance and thickening of ice in this region (Huybrechts, 1994), has achieved a geometry that is representative of a balanced condition.

Our findings suggest that model solutions that assimilate modern data and assume balance between those fields (e.g. Brinkerhoff et al., 2011; Meierbachtol et al., 2015) could perhaps also utilize radiostratigraphy as an observational constraint on ice dynamics. In particular, layer structure perhaps serves as a unique indicator of local basal boundary conditions. For example, layers that steepen down flow that are not draping underlying bed bumps may indicate that the ice is flowing over a slippery then sticky spot on the bed (Holschuh et al., 2017). Provided that the challenges posed by poor radar data continuity near the ice sheet margin are overcome, radar layers parallel to ice flow may aid modeling efforts, by, as cited in this example, constraining estimates of frictional
anomalies at the bed (Holschuh et al., 2017). However, the isochrones associated with a steady state model solution of this region are not necessarily representative of the true age of the ice, since the ice sheet has not likely maintained its current geometry for as long as residence times associated with the current geometry. Furthermore, it is important to note that our analysis focused on a study area where modern transience is small, i.e. <0.5 m yr$^{-1}$ surface elevation lowering, relative to other areas, such as GrIS marine-terminating outlet glaciers, where ice thinning up to many meters per year has been recorded (Csatho et al., 2014). The treatment of radar layers as consistent with present-day, local conditions is not necessarily supported for those areas.

Our analysis reduces the uncertainty surrounding ablation zone radiostratigraphy and its relationship to the englacial flow field within the analyzed reach, but has not eliminated the need for scrutiny interpreting radar geometry elsewhere in the GrIS ablation zone. Within the analyzed, western GrIS study area, we reject the hypothesis that internal layers reflect past transience and distal conditions strongly enough to disrupt alignment with the modern, local ice flow field. Our results point to local bed topography as being a primary driver of layer slope in the ablation zone, and imply that climate change impacts on the ice sheet have much less effect on these englacial structures. The flow field representativeness of the radiostratigraphy in the ablation zone will be maintained under a changing climate as long as the ice traveling below the ELA has undergone sufficient elongation with $\sim90^\circ$ of rotation; conditions that are apparently difficult to disrupt. However, we did not formally probe the sensitivity of this result. Doing so would require an experiment wherein surface mass balance and ice flow fields were perturbed and resultant transience in internal structure and geometry tracked.
Questions regarding exactly what magnitude and character of transience are required to interrupt this alignment remain open, to be addressed by future work.

5 Conclusions

Ice in the GrIS ablation zone was initially deposited millennia ago, and since has traveled englacially through a complex and three dimensional flow field. We knew that in an idealized setting, and for the smaller and simpler Barnes Ice Cap (Hudleston and Hooke, 1980), emergent englacial layers, viewed parallel to the direction of ice flow, were closely aligned with local englacial streamlines. However, given the transience associated with GrIS long residence times, and the uncertain deformation associated with GrIS complex flow, it was unclear whether the internal layers imaged along the flanks of the GrIS were indicative of local and modern ice flow conditions, or of conditions up-ice or from millennia ago.

We used a multifaceted approach to address this problem, employing four distinct analyses of ice dynamics and englacial layer structure along western GrIS flowline. Each of our analyses, simulation and observation alike, supports the conclusion that radiostratigraphy in this southwest sector of the GrIS reveal englacial streamlines. Furthermore, our analyses suggest that radar layers may be interpreted as reflecting the present-day, local flow field rather than transient conditions inherited from past ice flow. This is a somewhat counterintuitive conclusion, given the imbalanced state of mass loss of the GrIS overall (Hanna et al., 2013), the likely history of retreat and readvance of this area of the GrIS in particular (Simpson et al., 2009; van Tatenhove et al., 1996), and the ongoing surface elevation thinning in this region due to increasing surface melt (Csatho
et al., 2014; Helm et al., 2014). Yet, promisingly, the radiostratigraphy we analyzed seems to have the potential to serve as a unique and powerful observational constraint on ice sheet models that simulate modern ice dynamics.
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**Figures**

**Figure 1.** Study area in western Greenland. Shown with ice surface elevation contours in meters above sea level (gray lines and shading; data by Bamber et al., 2013) and the ice divide (thick white line; data by Zwally et al., 2012). Inset shows the location of the study area (red) within context of the entire Greenland Ice Sheet. This and all subsequent figures use geographic coordinates in polar stereographic projection (true latitude 70°, central meridian -45°). The outlet glaciers Isunnguata Sermia and Russell Glacier are indicated (white arrows). Location of IceBridge flightlines (thin white lines), K-transect surface mass balance sites (black diamonds), the modeled ice flowline (black line), and the Equilibrium Line Altitude (ELA; black triangle), are also shown. The extents of traced radar layers used to calculate radar-derived mass conserving (rMC) ablation rates are shown on the zoomed inset of IceBridge flightlines (bold black lines), plotted over surface mass balance output from the regional climate model RACMO (gridded, colored cells; data by Noël et al., 2016).
Figure 2. Schematic shows an along-flow cross section of the ablation zone, illustrating mass conservation below the ELA.
Figure 3. Ice deformation results. The deforming strain ellipsoids are shown along particle path P1 (black line) at 400 year snapshots. The ice surface (gray line), bed (brown line), and the ELA (black triangle) are also shown.
Figure 4. Simulation results. Simulated isochrones (colored lines: blue to orange, youngest to oldest) and particle paths (black lines) are shown from burial in the accumulation zone to emergence in the ablation zone. Note that due to the aspect ratio, vertical motion is exaggerated 83x. Ice surface (gray line), bed (brown line), and the ELA (black triangle) are also shown. The extent of Figure 7 is indicated (red box). There is a third dimension (Northing) to these results which is not shown here.
Figure 5. The angle between simulated isochrones and particle paths P1-P5. Results are shown as particles age from deposition near the ice divide (age 0), to emergence near the ice sheet margin.
Figure 6. IceBridge radargram showing internal layers along an ablation zone cross section. Ice flow is West to East. Ice surface (thin black line) and bed (brown line) picked from the radar data are shown. The thick bold white reflector at ~1/3 ice depth is a surface multiple, an artifact of airborne radar depth sounding (data by Leuschen, 2011). Inset shows map view of IceBridge flight lines, with the extent of this radargram highlighted (red).
Figure 7. Comparison between simulation and observation. (A) Simulated isochrones (colored lines: blue to orange, youngest to oldest) and englacial particle paths (black lines), and (B) observed internal layers in IceBridge radiostratigraphy (Leuschen, 2011), with one traced radar layer shown (blue line). The ice surface (gray line), bed (brown line), and surface multiple are as in Figure 6. Inset shows map view of IceBridge flight lines, with the extent of this radargram segment highlighted (red).
Figure 8. (A) Radar-derived, mass-conserving (rMC) ablation rates (blue dots), K-transect in situ observations (black diamonds), and regional climate model RACMO output (gray dots) plotted against elevation. (B) Plot shows the effect of using englacial particle paths that are departed from radar layers. The fraction of the ice column (top x-axis) increases as departure from the traced radar layer (bottom x-axis) increases. Increased fractions of the ice column result in increased ablation rates (y-axis). Departures are expressed relative to the traced radar layer shown in (C). (C) Along-flow cross section showing IceBridge ice surface (black line), bed (brown line), and traced radar layer (blue line), presented the same as in Figure 6 but without the complete radiostratigraphy and with less vertical exaggeration. Hypothetical particle paths dipping 1°, 2°, and 3° from the traced radar layer (dashed black lines) are also shown.
### Tables

<table>
<thead>
<tr>
<th>Starter Particle</th>
<th>Easting [km]</th>
<th>Northing [km]</th>
<th>Elevation [m a.s.l.]</th>
<th>Distance from Divide [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>-31.9</td>
<td>-2524.4</td>
<td>2117</td>
<td>120</td>
</tr>
<tr>
<td>P2</td>
<td>-9.6</td>
<td>-2528.0</td>
<td>2199</td>
<td>98</td>
</tr>
<tr>
<td>P3</td>
<td>12.8</td>
<td>-2531.6</td>
<td>2288</td>
<td>75</td>
</tr>
<tr>
<td>P4</td>
<td>35.1</td>
<td>-2535.2</td>
<td>2357</td>
<td>52</td>
</tr>
<tr>
<td>P5</td>
<td>57.4</td>
<td>-2538.8</td>
<td>2438</td>
<td>30</td>
</tr>
</tbody>
</table>

**Table 1.** Initial coordinates, elevation, and distance from the ice divide of simulated particles.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle path length</td>
<td>$\Delta x$</td>
<td>14,756 +/- 250 m</td>
</tr>
<tr>
<td>Fraction of the ice column</td>
<td>$\eta$</td>
<td>211 +/- 16 m</td>
</tr>
<tr>
<td>Average velocity</td>
<td>$\bar{v}$</td>
<td>100 +/- 4.8 m yr$^{-1}$</td>
</tr>
<tr>
<td>Average vertical strain rate</td>
<td>$\bar{\varepsilon}_{zz}$</td>
<td>$1.20 \times 10^{-4}$ +/- 0.025 yr$^{-1}$</td>
</tr>
<tr>
<td>Average radar-derived mass conserving ablation</td>
<td>$\bar{a}$</td>
<td>-1.36 +/- 0.37 m yr$^{-1}$</td>
</tr>
<tr>
<td>Average RACMO ablation</td>
<td>$\bar{a}$</td>
<td>-1.81 +/- 0.74 m yr$^{-1}$</td>
</tr>
</tbody>
</table>

**Table 2.** Median of observational data used to calculate radar-derived, mass conserving (rMC) ablation rates. Median rMC and RACMO ablation also listed. Average refers to the spatial average along traced layers.
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1 Supplementary Methods: Ice Deformation

This section outlines details on instantaneous strain, cumulative strain, principal strain, and total strain calculations.

1.1 Ice Velocity and Strain Rate

The modelled velocity field is comprised of three components: longitudinal ($u$), transverse ($v$), and vertical ($w$). The model domain is on a Cartesian coordinate system where longitudinal is east-west, transverse is north-south, and vertical is up-down with respect to sea level. Normal strain rates are defined as the spatial gradient of ice flow in the direction of ice flow, so that normal strain rates in the longitudinal direction are defined as $\dot{\varepsilon}_{xx} = \frac{\partial u}{\partial x}$, in the transverse direction as $\dot{\varepsilon}_{yy} = \frac{\partial v}{\partial y}$, and in the vertical direction as $\dot{\varepsilon}_{zz} = \frac{\partial w}{\partial z}$. Shear strain rates along a vertical plane extending in the longitudinal direction are defined as $\dot{\varepsilon}_{xz} = \frac{1}{2} (\frac{\partial u}{\partial z} + \frac{\partial w}{\partial x})$, along a vertical plane extending in the transverse direction as $\dot{\varepsilon}_{yz} = \frac{1}{2} (\frac{\partial v}{\partial z} + \frac{\partial w}{\partial y})$, and along a horizontal plane as $\dot{\varepsilon}_{xy} = \frac{1}{2} (\frac{\partial u}{\partial y} + \frac{\partial v}{\partial x})$ (Hooke, 2005). These were computed on the entire numerical mesh from the Meierbachtol et al. (2015) study, using the finite element solver software
FEniCS. The deformation tensor of ice is symmetric (van der Veen, 2013). Thus these six components of normal and shear strain rates provided the full strain rate tensor.

1.2 Finite and Cumulative Strain

Approximating strain by taking instantaneous strain rate on a time step (i.e. \( \dot{\varepsilon}_{xy} \Delta t \)) does not accurately resolve large strains (Cuffey and Patterson, 2010), such as those incurred between the ice divide and the margin. Therefore, we calculated finite strain from deposition to emergence. Finite, or logarithmic strain, is defined as (Hooke, 1998):

\[
\varepsilon = \ln(1 + \dot{\varepsilon} \Delta t)
\]  

We compute finite strain on 1 year time steps along P1 (Fig.3), and sum to find cumulative strain.

1.3 Principal Cumulative Strain

We solved for the eigenvalues and eigenvectors of the cumulative strain tensor to solve for the principal magnitude and direction of cumulative strain at each time step along the modelled particle path.

1.4 A Metric of Total Strain: Natural Octahedral Unit Shear

Cumulative normal strain components \((\varepsilon_{xx}, \varepsilon_{yy}, \varepsilon_{zz})\) are used to calculate cumulative natural octahedral unit shear (Hooke, 1998), which is a useful metric of total strain:

\[
\gamma_{oc} = \frac{2}{3} \left[ \left( \varepsilon_{xx} - \varepsilon_{yy} \right)^2 + \left( \varepsilon_{yy} - \varepsilon_{zz} \right)^2 + \left( \varepsilon_{zz} - \varepsilon_{xx} \right)^2 \right]^{\frac{1}{2}}
\]  

(II)
2 Supplementary Methods: Mass-conserving Ablation

2.1 Relation to Canon

The vertically-integrated continuity relation is (Cuffey and Paterson, 2010):
\[
\frac{\partial H}{\partial t} = \dot{a} - \nabla \cdot \vec{q}
\]  
(III)

Where \(\frac{\partial H}{\partial t}\) represents the rate of ice thickness change, \(\dot{a}\) represents the surface mass balance, and the remaining term represents divergence in ice flux. Ice flux is \(\vec{q} = \vec{U} H\), where the full ice thickness (bed to surface) is \(H\), and the vertical average of ice flow is \(\vec{U} = \langle \vec{u}_x, \vec{u}_y \rangle\). Expanded, this flux divergence term is:
\[
\nabla \cdot \vec{q} = H \left( \frac{\partial \vec{u}_x}{\partial x} + \frac{\partial \vec{u}_y}{\partial y} \right) + \vec{u}_x \frac{\partial H}{\partial x} + \vec{u}_y \frac{\partial H}{\partial y}
\]  
(IV)

Plugging this expansion back into the first equation, and assuming ice flow is aligned with the \(x\)-coordinate, yields another commonly-used expression of the continuity equation (der Veen, 2009):
\[
\frac{\partial H}{\partial t} = \dot{a} - \left[ H \left( \frac{\partial \vec{u}_x}{\partial x} + \frac{\partial \vec{u}_y}{\partial y} \right) + \vec{u}_x \frac{\partial H}{\partial x} \right]
\]  
(V)

Part of the first bracketed term on the right hand side can be simplified using the assumption of incompressibility, i.e. \(\frac{\partial \vec{u}_x}{\partial x} + \frac{\partial \vec{u}_y}{\partial y} = - \frac{\partial \vec{u}_z}{\partial z} = -\varepsilon_{zz}\). The last bracketed term represents advection of ice thickness gradients.

Now we apply this canonical equation to the geometry represented by emergent layer radiostratigraphy in Figure 2. Rather than consider the full ice thickness, we consider a fraction of the ice column, so \(H\) becomes \(\eta\). We consider surface mass balance averaged along the particle path, thus \(\dot{a}\) becomes \(\bar{a}\). In the near-surface, where our analysis is
restricted, we assume that \( \bar{U} = U_{sf} \), and that subsequently \(-\bar{\varepsilon}_{zz} = -\varepsilon_{zz,sf} \). We consider vertical strain averaged along the particle path, thus \(-\varepsilon_{zz,sf} \) becomes \(-\bar{\varepsilon}_{zz} \), where now the overbar refers to a horizontal average. In a steady state system, time-dependent rates of change are zero so \( \frac{\partial H}{\partial t} = 0 \). We consider a steady state because observations of \( \frac{\partial H}{\partial t} \) in the study area are small (Csatho et al., 2014). These substitutions yield:

\[
0 = \bar{a} - \left[ \eta(-\bar{\varepsilon}_{zz}) + u_x \frac{\partial \eta}{\partial x} \right] \tag{VI}
\]

We consider discrete rather than continuous changes in geometry along the particle path thus \( \partial \eta \) becomes \( \Delta \eta \) and \( \partial x \) becomes \( \Delta x \). The change in fraction of the ice column is equal to the negative of the initial fraction of the ice column, because \( \eta_1 = \eta \) at the start point, and \( \eta_2 = 0 \) at the point of emergence, i.e. \( \Delta \eta = \eta_2 - \eta_1 = -\eta \). We consider the average velocity along the particle path length thus, \( u_x = \bar{v} \). Assigning this final substitution, the term \( u_x \frac{\partial \eta}{\partial x} \) reduces it to \( \bar{v} \frac{\eta}{\Delta x} \) which is \( -\frac{\eta}{\Delta t} \). Rearranging terms yields the equation used in our method:

\[
-\frac{\eta}{\Delta t} = \bar{a} + \bar{\varepsilon}_{zz} \eta \tag{VII}
\]

### 2.2 Velocity Data

Surface ice velocities derived from interferometric synthetic aperture radar (InSAR) satellite data for the winter of 2007 to 2008 are available for the study area at 500 m grid cell resolution (Joughin et al., 2010). We used these observational data to define the average ice speed \( \bar{v} \) along each traced radar layer. The direction of ice velocity was parallel to the flight lines. Comparing these velocity data to another satellite-derived
velocity dataset (Rignot and Mouginot, 2012), we found the two to differ by <6% along IceBridge flight lines. This is similar to the observational error (~5%; Table 2).
We acknowledge that our use surface velocity observations to define englacial particle travel at depth does not precisely resolve englacial particle speed, but assert that the difference is negligible. Every radar layer analyzed was near-surface, at ice depths <15% of the total ice thickness. Regardless of the mode of motion (i.e. sliding or deformation), ice at such a near-surface depth travels at speeds similar to surface ice (Cuffey and Paterson, 2010).

2.3 Vertical Strain Rate Data

A vertical strain rate field is given by the conservation of mass, assuming incompressibility, i.e. \( \dot{\varepsilon}_{zz} = - (\dot{\varepsilon}_{xx} + \dot{\varepsilon}_{yy}) \). When velocity observational errors are propagated through this vertical strain rate calculation, errors are an order of magnitude greater than the vertical strain rate itself, i.e. error \( \sim 0.01 \text{ yr}^{-1} \) where \( \dot{\varepsilon}_{zz} \sim 0.001 \text{ yr}^{-1} \). This is a common problem when differentiating discrete data. To address this issue, we smoothed velocity data using a linear convolution at a smoothing window of 4500 m, as it optimized the trade-off between spatial resolution of the velocity field, and magnitude of propagated error through the vertical strain rate calculation (Fig. S2, Supplement). Longitudinal (\( \dot{\varepsilon}_{xx} \)) and transverse (\( \dot{\varepsilon}_{yy} \)) strain rates were calculated from the convolved velocity data at a corresponding length scale of 4500 m.

2.4 Ablation Data: K-transect and RACMO

In situ melt surface mass balance data are available for 1990-2010 at K-transect sites within the study area (van de Wal et al., 2012). Modelled annual surface mass balances
are available at 1 km² grid cell resolution from the regional climate model RACMO (Noël et al., 2016). We calculated average ablation rates for RACMO output on a 20 year, modern interval that corresponds with K-transect data (1990-2010). These data are not an exhaustive account or inter-comparison between the many available GrIS regional climate models. However, we assume K-transect data and RACMO output encapsulate ablation measurement uncertainty, spatial variability, and interannual variability characteristic of modern (recent decades) methods and conditions.

2.5 Propagation of Error

To honor uncertainties associated with the data used to define each term ($\eta$, $Ax$, $\bar{v}$, and $\bar{\varepsilon}_{zz}$) in Eq. (1), we propagate observational error according to a Taylor series expansion, given by,

$$F_{error} = \sum_i \left( \frac{\partial F}{\partial \alpha_i} \alpha_{ierror} \right)^2$$  \hspace{1cm} (VIII)

where $F$ is the function, $\alpha$ is each input variable ($i$) in the function, and error is denoted by subscript.
Supplementary Figures

**Figure S1.** Ice deformation results show (a) deforming strain ellipsoids in map view, plotted with IceBridge flight lines (black lines) and K-transect sites (black diamonds) for spatial context; (b) deforming strain ellipsoids along a transverse (north-south) cross section, showing the ice surface (gray line) and bed (brown line); and (c) rotation and stretching incurred from deposition to time step 2800 yr along particle path P1 (Fig.3).
Figure S2. Average error for vertical strain rates calculated on different length scales. This curve was used to determine the optimal smoothing window (4500 m, boxed) for convolving velocity data and computing strain rates.
CHAPTER 3
LOCAL TOPOGRAPHY INCREASINGLY INFLUENCES THE MASS BALANCE OF A RETREATING CIRQUE GLACIER

Abstract:

Local topographically driven processes, such as wind drifting, avalanching, and shading, are known to alter the relationship between the mass balance of small cirque glaciers and regional climate. Yet partitioning such local effects from regional climate influence has proven difficult, creating uncertainty in the climate representativeness of some glaciers. We address this problem for Sperry Glacier in Glacier National Park, USA using field-measured surface mass balance, geodetic constraints on mass balance, and regional climate data recorded at a network of meteorological and snow stations.

Geodetically derived mass changes between 1950-1960, 1960-2005, and 2005-2014 document average mass change rates during each period at $-0.22 \pm 0.12$ m w.e. yr$^{-1}$, $-0.18 \pm 0.05$ m w.e. yr$^{-1}$, and $-0.10 \pm 0.03$ m w.e. yr$^{-1}$. A correlation of field-measured mass balance and regional climate variables closely (i.e. within 0.08 m w.e. yr$^{-1}$) predicts the geodetically measured mass loss from 2005-2014. However, this correlation overestimates glacier mass balance for 1950-1960 by $+1.18 \pm 0.92$ m w.e. yr$^{-1}$. Our analysis suggests that local effects, not represented in regional climate variables, have become a more dominant driver of the net mass balance as the glacier lost 0.50 km$^2$ and retreated further into its cirque.
1 Introduction

Glaciers are sensitive indicators of climate (Dyurgerov and Meier, 2000; Roe et al., 2016) because ice mass gains are ultimately controlled by winter precipitation, and ice mass losses are ultimately controlled by radiation and air temperature during summer. However, prior studies of small (i.e. <0.5 km²) mountain glaciers, which are often located in cirques, show that local topographic effects, including avalanching, wind drifting, and shading, enhance winter mass gains or mediate summer mass losses (e.g. Hock, 2003; Kuhn, 1995; Laha et al., 2017). These topographically driven mass balance processes complicate the relationship between regional climate and cirque glacier surface mass balance.

Such complications have been documented in high relief areas worldwide. Analysis from Montasio Occidentale Glacier in the Italian Julian Alps demonstrated that avalanche-fed, shaded glaciers can exist at low elevations otherwise climatically unsuitable for the persistence of glacier ice (Carturan et al., 2013). Analysis from a network of on-ice automatic weather stations on a cirque glacier in the French Pyrenees concluded that topographic effects may exert more control on surface energy budgets - and thereby melt - than regional lapse rates in air temperature and moisture (Hannah et al., 2000). The small glaciers of the North American Rocky Mountains have also been shown to have a disrupted, complex relationship to regional climate. In Colorado, glacier mass balance at very small (<0.2 km²) glaciers showed no statistically significant correlation to winter precipitation during the 20th century, suggesting that winter mass inputs were not connected to regional winter precipitation in a straightforward, linear manner (Hoffman et al., 2007). This result instead implied the importance of processes
driven by local topography, including snow avalanching and wind drifting. In the Canadian Rockies, an inventory of nearly 2,000 glaciers showed that while larger glaciers retreated during the last half of the 20th century, very small glaciers did not change (DeBeer and Sharp, 2007). A follow-up analysis showed that the stability of these very small (<0.4 km²) glaciers was closely related to their topographically favorable setting (DeBeer and Sharp, 2009).

Because local topography can substantially influence the mass balance of small and sheltered mountain glaciers, it follows that as glaciers retreat further toward cirque headwalls, the direct control of regional climate on glacier mass balance should diminish, and local processes should become more influential (e.g. Haugen et al., 2010). That said, direct mass balance data from Andrews Glacier, an east-facing <0.2-km² glacier in Colorado, exhibited a strong correlation (r = -0.93) between summer temperature and net annual balance (Hoffman et al., 2007), despite enhanced accumulation via wind drifting and avalanching during the winter: glacier mass losses during summer outweighed the extra snow provided by topographically driven snow redistribution. Mechanistically, this could be because Andrews Glacier is small enough to have a diminished katabatic boundary layer at its surface, leaving the glacier sensitive to ambient summer temperatures (Carturan et al., 2015). Regardless, this example shows that regional climate can remain the primary driver of net mass balance, even when local topography plays a strong role.

This paper examines the time evolution of the partitioning between regional climate and local influences on glacier mass balance of a glacier retreating into its cirque. Since 1966, Sperry Glacier, Montana has reduced in area by 40% and retreated 300 m (Fagre et
al., 2017). We hypothesize that during a recent interval (2005-2014), as a larger proportion of the glacier surface has become sheltered by its cirque headwall, the relationship between specific mass balance and regional climate is quantifiably distinct from that during mid-century (1950-1960), when the glacier extended further downslope from its cirque headwall. To test this hypothesis, we leverage a field measured (glaciological) surface mass balance record and repeat geodetic mass balances.

2 Study area

Sperry Glacier (48.623° N, -113.758° W) sits just west of the Continental Divide, occupying a cirque that abuts the 2,801 m high Gunsight Peak, and is roughly in the center of Glacier National Park (GNP), Montana (Fig. 1a). A bedrock headwall, crested by a ridgeline that runs 2 km toward the northeast from Gunsight Peak (Fig. 1b), rises 100-300 m above Sperry Glacier (Fig. 2). This headwall is 0.17 km² in area, and has slopes between 50° to near vertical. A sub-ridge extends 500 m toward the north, bordering the glacier’s western margin (labelled west ridge in Fig. 1b). Between the headwall and this sub-ridge, Sperry Glacier has a 40° ramp extending to the top of Gunsight Peak, so that some ice overlaps the ridge (Fig. 1b). A cornice that can be 10-20 m high develops every winter along this topmost section of the glacier (Fig. 2). A distinctive bergschrund separates the top 50-150 m of the glacier from the main ice body (Fig. 2). The terrain in front of Sperry Glacier is relatively low angle (<15°). Moraines located 1 km from the ice terminus (Fig. 2) indicate that in the geologically recent past, the glacier covered most of a topographic bench now bare of ice. These moraines were likely deposited when the glacier was at its Little Ice Age maximum extent (Carrara, 1989). Historical photographs and analysis from 1914 (Alden, 1914) show ice once
covered 3.24 km$^2$. Since that time Sperry Glacier has steadily retreated, decreasing in area to 1.58 km$^2$ in 1938 (Johnson, 1980), and to 0.80 km$^2$ in 2015 (Fagre et al., 2017).

3 Methods

3.1 Elevation data

Modern Digital Elevation Models (DEMs) of Sperry Glacier and adjacent terrain were derived from National Technical Means imagery collected in 2005 and DigitalGlobe Worldview imagery collected in 2014. These DEMs were generated by Fahey (2014), and are the same data as used by Clark et al. (2017). Both images were collected in September, when glacier mass is at an assumed annual minimum, on 02 September 2005 and 07 September 2014 respectively. The DEMs were generated with SOCET SET® software, which uses photogrammetric methods to extract terrain data from imagery (Zhang, 2006). Grid cell resolution was 5 m. The absolute accuracy of the DEM with respect to an independent vertical datum was 3.05 m in the horizontal and 7.54 m in the vertical. The precision of the DEM was 0.44 m and 0.47 m in the horizontal and vertical respectively.

U.S. Geological Survey (USGS) topographic maps at 6.1 m (20 ft) contour resolution were available for Sperry Glacier for 1950 and 1960 (Johnson, 1980). These maps were originally created using aerial photography and Kelsh plotter techniques, guided by 13 plane table bench marks. Both maps document elevation near the assumed September glacier mass minimum, on 01 September 1950 and 08 September 1960. We digitized these historic elevation data by first manually tracing scanned maps to produce digitized contours, and then interpolating digitized contours using a natural neighbor interpolation tool (ESRI, 2014; Sibson, 1981). Grid cell resolution was 5 m. We found that the historic
elevation data from the original Johnson maps from 1950 and 1960 were 56 m lower than the modern vertical datum due to the authors’ sea level datum assumption. We remedied this error by adding 56 m to the 1950 and 1960 DEMs.

3.2 Geodetic mass balance and DEM co-registration

The 1950 and 1960 DEMs did not require co-registration because they were originally mapped using a common vertical datum and spatial reference frame. We co-registered the 2005 and 2014, and the 1960 and 2005, DEMs following universal co-registration methods outlined by Nuth and Kääb (2011). The method used a statistical approach that minimized vertical differences over stable (i.e. not prone to landslide/rockfall), vegetation-free, snow-free, and low-sloping (< 30°) bedrock (Fig. S1, Supplement). After co-registration, the root mean squared error of elevation differences over stable bedrock improved from 8.43 m to 6.91 m for the 1960 and 2005 DEMs, and from 2.48 m to 2.01 m for the 2005 and 2014 DEMs. The mean of bedrock elevation differences after co-registration was effectively zero, i.e. < 10^-15 m, but differences over individual pixels still ranged from -42 m to +83 m for the 1960 and 2005 DEMs and -15 to +14 m for the 2005 and 2014 DEMs (Fig. S2, Supplement). These large differences tended to occur over steep terrain, and are included in our elevation error estimate.

Glacier margin data for 2005 and 2014, used to clip DEMs to glacier extent, were derived from aerial and satellite imagery (i.e. Fig. 1b) and ground-based GPS surveys of the glacier terminus. We defined 1950 and 1960 glacier margin data by digitally tracing the glacier from the same historic topographic maps by Johnson (1980). We generated a record of geodetic mass balance for Sperry Glacier, given by:

\[
B_a = \frac{\Delta V}{A} \left( \frac{\rho_l}{\rho_w} \right),
\]
where \( B_a \) is the specific surface mass balance expressed in meters of water equivalent, \( \Delta V \) is the change in glacier volume (determined from DEM data described in Sect. 3.1), \( \rho_i \) is the density of ice, \( \rho_w \) is the density of water (1000 kg m\(^{-3}\)), and \( A \) is the average of initial and final glacier area. To convert volume to mass, we adopted the approximation outlined by Huss (2013), and assigned ice density as \( \rho_i = 850 \pm 60 \text{ kg m}^{-3} \).

3.3 Geodetic mass balance assessment

There are three main sources of uncertainty in our geodetic mass balance calculation: elevation errors that affect the volume calculation, density errors which affect the volume to density conversion, and map coverage errors that affect the historic geodetic mass balance.

3.3.1 Elevation change uncertainty

After co-registering DEMs, elevation error on the geodetic mass balance was estimated by analyzing elevation differences over stable bedrock terrain. Because error tends to be greater over steep terrain at high elevations, we analyzed error by 50-m elevation band, rather than in bulk across the entire DEM. The quantity of stable bedrock points varied from 14,472 in the lowest elevation band to 1,825 points in the highest elevation band. We used standard error propagation, as applied in previous geodetic mass balance studies (Ruiz et al., 2017; Thomson et al., 2017), given by:

\[
E\Delta h_i = \frac{\sigma_{dh}}{\sqrt{N_{eff}}},
\]

(2)

where \( E\Delta h_i \) is the mean elevation error for a 50-m elevation band \((i)\) that spans the glacier, \( \sigma_{dh} \) is the standard deviation of elevation differences over stable bedrock for the
elevation band, and $N_{eff}$ is the number of independent values within the elevation band.

This in turn is given by:

$$N_{eff} = \frac{N_{tot} \cdot P}{2 \cdot d} \quad (3)$$

where $N_{tot}$ is the total number of pixels (grid cells), $P$ is pixel size, and $d$ is the distance of spatial autocorrelation (100 m), estimated from variogram analysis (Smith et al., 2018). We then summed elevation error across the glacier surface, weighting the error by the ratio of the glacier surface covering that elevation band.

### 3.3.2 Density uncertainty

We followed the convention outlined by Huss (2013) and used a constant density of $\rho = 850 \pm 60$ kg m$^{-3}$ to convert glacier volume change to mass, which was derived from a suite of empirical firn densification experiments, and is appropriate for geodetic mass balance calculations where the time intervals considered are longer than 5 years, the volume change is nonzero, and the mass balance gradient is stable. These conditions are satisfied for Sperry Glacier because (a) geodetic mass balance periods are 10 years (1950-1960), 45 years (1960-2005), and 9 years (2005-2014) long, (b) glacier volume changes were nonzero, and (c) glaciological measurements show that mass balance gradients were relatively constant during 2005-2014, i.e. 0.004-0.019 m w.e. m$^{-1}$ for winter and 0.003-0.011 m w.e. m$^{-1}$ for summer (Clark et al., 2017). The $\pm 60$ kg m$^{-3}$ density error amounted to $< 8\%$ error on geodetic mass balances.

We assumed that elevation and density errors were independent, and therefore summed them quadratically to solve for the total error on the geodetic mass balance, given by:

$$E_t = \sqrt{E \Delta h^2 + E \rho^2} \quad (4)$$
where $E\Delta h$ is elevation error, $E\rho$ is density error, and $E_t$ is the total error in m w.e. on the geodetic mass balance.

### 3.3.3 Map coverage errors

The historic maps used to derive 1950 and 1960 DEMs are missing the upper section of the glacier. Historic photos verify that in the mid-20th century Sperry Glacier extended to the top of Gunsight Peak, as it does today. To enable consistent geodetic mass balance calculation for the entirety of Sperry Glacier, we filled in elevation change over this missing section (Fig. 3) using modern 2005-2014 results. We opted for this remedy, rather than the alternative of truncating 2005-2014 data, in order to be consistent with glaciological data, which were generated for the entire glacier surface including the upper section. By using modern elevation change rate results to infill missing historic data, we assumed that the rate of mass change in that area near the cirque headwall was the same through the study interval (1950-2014). Given that we had no way to test the validity of this assumption, and to ensure it did not fundamentally alter geodetic mass balance results, we also computed results for the truncated glacier (Table S1, Table S2, Supplement). The difference between the truncated and infilled geodetic mass balance was $\leq0.04$ m w.e. yr$^{-1}$ for both 1950-1960 and 1960-2005 (Table S2, Supplement), which is less than the accounted geodetic mass balance error ($0.05$ m w.e. yr$^{-1}$ for 1950-1960, $0.12$ m w.e. yr$^{-1}$ for 1960-2005) (see section 4.1). Infilling data for the missing upper section therefore does not alter geodetic mass balance results beyond the reported uncertainty bounds.
3.4 Glaciological mass balance

Sperry Glacier has been the focus of a USGS intensive glacier mass balance monitoring program since 2005. Therefore, glaciological mass balance measurements of seasonal mass gains and losses at Sperry Glacier are available from the year 2005 onward (Clark et al., 2017). We used these data, measured in the field according to standard mass balance protocols (Kaser et al., 2003; Ostrem and Brugman, 1999) to define specific, conventional (Cogley et al., 2011) winter and summer glacier mass balance from 2005-2014. We also analyzed point balance data collected along a longitudinal transect (stakes in Figure 1; data from Clark et al. 2017) to inspect mass balance gradients at Sperry Glacier. To correct for bias in the raw, specific glaciological balances reported by Clark et al. (2017), we performed calibration as outlined by Zemp et al. (2013). The results of this calibration, which utilized the 2005-2014 geodetic mass balance calculated in this study to correct the absolute magnitude of annual and summer glaciological balances without losing seasonal/annual variability (Zemp et al., 2013), are reported in Table 1. Such calibration ensures that systematic errors in the glaciological method are rectified and englacial and subglacial mass changes not measured at surface stakes are accounted. Details on this calibration are provided in the Supplement.

3.5 Mass balance and climate regressions

Employing annual glaciological measurements (Clark et al., 2017), we defined a functional relationship (i.e. linear regression) between 2005-2014 specific surface mass balance and regional climate. Regional climate was defined by data on winter peak snow water equivalent (SWE) and summer positive degree days (PDD). Climate data from
2005-2014 were used to define the regressions, and climate data from 1950-2005 were used to apply the regressions back in time.

3.5.1 Meteorological and snow data

The Global Historical Climatology Network provides historic temperature data for Kalispell, Montana located approximately 50 km southwest of Sperry Glacier (Figure 1). There are closer meteorological stations, but these had short and incomplete records. For example, average daily temperatures were recorded at Sperry Glacier for most (83%) summer days from 2005-2013 (Baker et al., 2018). To assess the representativeness of Kalispell temperature data relative to the glacier site, we compared this shorter, discontinuous record with the longer, continuous Kalispell record. Temperatures measured at Kalispell are highly representative of regional climate as reflected by gridded values from North American Regional Reanalysis output (Supplement, Fig. S3a). Kalispell is located at an elevation of 901 m, which is 1554 m lower than the average elevation across Sperry Glacier in 2005-2014. We therefore applied a lapse rate correction of -5.57 °C km\(^{-1}\), calculated using 7 years of temperature measurements from a meteorological station at Sperry Glacier (Figure 1b), to correct for the elevation difference. Comparison of lapse-rate-corrected temperatures derived from the Kalispell meteorological station with the 7-year record of in situ July, August, September temperatures measured at the Sperry Glacier meteorological station (Fig. 1b) yielded no statistically significant difference at the 99% confidence interval (p<0.01), and the distribution of residuals was normal.
The Kalispell record reports continuous daily average air temperatures back to 1950 for the melt season summer months. We follow the convention defined by previous GNP melt modelling (Clark et al., 2017) and confine the Sperry Glacier melt season to July, August, and September. Glaciological observations suggest that although May and June can be warm enough to generate melt at Sperry Glacier, the deep snowpack is not necessarily warmed with pore space filled to saturation, and therefore melt does not necessarily run off the glacier.

Because the glacier terminus increased in elevation from 1950-2014, the surface of Sperry Glacier was on average 35 m lower in elevation during 1950-1960, and 21 m lower in elevation during 1960-2005. We accounted for these changes in elevation by adjusting the lapse rate correction accordingly for each time period. The effect of this accounting was small, resulting in -0.16°C and -0.12°C changes to average summer temperature, and cumulatively -24 °C day and -14 °C day changes to PDD. Ultimately, correcting for elevation changes at Sperry Glacier corresponded to cm-scale changes to the mass balance regression.

Data from the Natural Resources Conservation Service at five nearby snow course sites (Desert Mountain, 1707 m; Piegan Pass, 1676 m; Marias Pass, 1600 m; Mount Allen, 1737 m; and Mineral Creek, 1219 m) and one adjacent Snow Telemetry (SNOTEL) site (Flattop Mountain, 1921 m) provide SWE data for locations within a 50-km radius of Sperry Glacier (Fig.1a). Temperature data are also recorded at the Flattop Mountain site. SWE is recorded monthly at snow course sites, via manual measurement, whereas SWE is recorded daily at SNOTEL sites via transducer measurements from a snow pillow. The 1950-2014 period is long enough to encompass meso-scale changes in
atmospheric flow patterns, which elsewhere have been shown to have an important impact on winter accumulation and glacier mass balance (e.g. Huss et al., 2010). The peak SWE data we analyzed have been shown to reflect such meso-scale, decadal shifts in snow (McCabe and Dettinger, 2002; Pederson et al., 2011; Selkowitz et al., 2002). Based on an analysis of the historical snow data from the region against observations from Sperry Glacier, we chose to use Mount Allen snow data for our mass balance regression. We found high correlation coefficients ($r^2 \geq 0.939$) for each of the seven datasets analyzed (Table S3, Supplement). The highest correlation was with Flattop Mountain SNOTEL ($r^2 = 0.990$), but at this station consistent snow data only go back to 1970. The second highest correlation ($r^2 = 0.973$), for a snow record that started prior to 1950 and so encompassed the geodetic record, was Mount Allen.

3.5.2 Regression analysis

To quantify the glacier-climate relationship for 2005-2014, we fit a linear regression between 2005-2014 climate data (x: PDD, SWE) and glaciological mass balance (y: $b_s$, $b_w$) data. We forced the best-fit line through the origin so that zero PDD and zero SWE equated to zero melt and zero accumulation, respectively. The linear combination of the two seasonal linear equations was thus:

$$B_a = m_s(PDD) + m_w(SWE)$$  \hspace{1cm} (5)

where $B_a$ is the specific annual balance, $m_s$ is the summer proportionality factor, $m_w$ is the winter proportionality factor, PDD is summer positive degree days, i.e. the sum of the average temperatures of days above 0 °C during the melt season, and SWE is peak winter snow water equivalent. We solved for the proportionality factors using an ordinary least squares, one parameter linear regression.
The linear regression only provides a best estimate of the mass balance of Sperry Glacier. To discern how dependable this estimate was, we considered the 95% confidence interval on each seasonal linear regression. Knowing that the true proportionality factor (i.e. slope of the best fit line) fell somewhere within the upper and lower bounds, we used the upper and lower confidence intervals to compute maximum and minimum possible mass balances. This accounting accommodated uncertainty due to (a) the discrepancy between snow and meteorological station locations and Sperry Glacier, (b) assuming that seasonal melt is largely driven by net available shortwave radiation and that PDD is a reasonable proxy for this, and (c) assuming that the summer melt season is limited to July, August, and September (JAS). To test the sensitivity of our results to this last assumption, we computed a summer linear regression using May, June, July, August, and September (MJJAS) PDD. Ultimately, the median difference between mass balance values produced by the MJJAS versus JAS regressions was just 0.04 m w.e. yr^{-1}.

The linear regression quantifies the 2005-2014 relationship between Sperry Glacier and regional climate, and is fixed with respect to this time. Yet we have hypothesized that this relationship changed as the glacier retreated. By fixing the proportionality factors \( m_s \) and \( m_w \) to the modern glacier-climate relationship, and then forcing this modern regression with historic climate data, we test our hypothesis that the glacier-climate relationship changed as the glacier retreated.

### 3.6 Shading, avalanching, and wind-drifting

Attributing the hypothesized change in the glacier-climate relationship to the increasing influence of local topographic effects requires inspection of topographically
influenced processes at Sperry Glacier. To assess topographic shading, we used the Solar Area Radiation tool (ESRI, 2014) to calculate cumulative insolation received across Sperry Glacier during the melt season months of July, August, and September in 2014, when the glacier was smaller, steeper, and more shaded, versus 1950, when the glacier was larger, flatter, and less shaded. This hemispherical viewshed algorithm (Fu and Rich, 2002) calculated radiation based on an upward-looking sky map for every grid cell within our 2014 DEM, the seasonal progression of the position of the sun relative to Earth, a fixed atmospheric transmissivity, topographic shading, latitude, elevation, slope, and aspect. To qualitatively assess avalanching and wind-drifting snow processes, we examined field observations, historic photographs, and field-measured mass balance data collected by Clark et al. (2017).

4 Results

4.1 Retreat, thinning, and negative mass balance

Sperry Glacier has decreased from 1.30 km$^2$ in 1950, to 1.23 km$^2$ in 1960, to 0.86 km$^2$ in 2005, to 0.80 km$^2$ in 2014 (Table 2). During the mid-20$^{th}$ century the glacier extended onto relatively flat (<15° slope) bedrock terrain, therefore the lower portion of the glacier was relatively low angle. As a result, between 1950 and 2014, despite nearly 0.5 km of retreat, the glacier terminus only receded upward by 56 m in elevation. The loss of this northwest-oriented, low-sloping terminus resulted in a steepening of the glacier’s median slope by 9$, and a rotation of the glacier’s median aspect toward the north by 11$. Elevation change across the glacier surface is generally similar in its spatial pattern, but not magnitude, during 1950-1960, 1960-2005, and 2005-2014 (Fig. 3a, c, e). Thinning
occurred across the lower portion, but is most pronounced at the terminus. The upper
elevations of the glacier thickened from 1960-2005 and 2005-2014, but at rates less than
+1 m yr\(^{-1}\) (Fig. 3). The magnitude of thinning near the terminus is distinct for each period.
Terminus thinning rates from 1950-1960 were up to -2.5 m yr\(^{-1}\) (Fig. 3b), whereas
terminus thinning rates from 1960-2005 (Fig. 3d) and 2005-2014 (Fig. 3f) were smaller
than -1.5 m yr\(^{-1}\). No development of debris cover at the glacier terminus that might
explain this decreased thinning rate is evident. The magnitude of thickening was likewise
distinct between periods, with 1950-1960 showing a bulge near the glacier’s middle
(approximately 2500 m), growing at nearly +1 m yr\(^{-1}\) (Fig. 3b).

Despite differences in the magnitude of elevation change, the hypsometry of the
glacier remained similar in 1950, 1960, 2005, and 2014. Sperry Glacier lost 50 m of ice at
the glacier terminus during the 1960-2005 interval which agrees with the average amount
of thinning (52.4 m) reported for glaciers in the Canadian Rockies for the same period
(Clarke et al., 2017). Commensurate with its area loss and thinning, the glacier also lost
volume. Geodetic mass balance results show Sperry Glacier shrank by \(-3.33 \times 10^6\) m\(^3\)
from 1950-1960, \(-11.3 \times 10^6\) m\(^3\) from 1960-2005, and \(-0.90 \times 10^6\) m\(^3\) from 2005-2014
(Table 3). It lost \(-2.83 \times 10^9\) kg of mass from 1950-1960, \(-9.68 \times 10^9\) kg from 1960-
2005, and \(-0.76 \times 10^9\) kg from 2005-2014 (Table 1). The rate of mass change at Sperry
Glacier was \(-0.22 \pm 0.12\) m w.e. yr\(^{-1}\) from 1950-1960, \(-0.18 \pm 0.05\) m w.e. yr\(^{-1}\) from 1960-
2005, and \(-0.10 \pm 0.03\) m w.e. yr\(^{-1}\) from 2005-2014 (Table 3). The glacier is near balance,
but slightly losing mass.
4.2 Glacier-climate relationship

Linear regressions show strong ($r^2 > 0.97$), statistically significant ($p < 0.03$) correlation between climate and glaciological data (Fig. 4). The model therefore effectively defines a functional relationship between glacier mass balance and regional climate for 2005-2014. The regressions correlate warmer summers to more negative summer mass balance ($r^2 = 0.978$), and snowier winters to more positive winter mass balance ($r^2 = 0.973$). From the regression results, the proportionality factor for winter ($m_w$), which scales snow course data on peak SWE to winter glaciological measurements, is 2.99. The proportionality factor for summer ($m_s$), which scales meteorological data on PDD to summer glaciological measurements, is $-0.004$ m w.e. °C$^{-1}$ · day$^{-1}$.

We used climate data to apply the linear regression back in time to 1950 (Figure 5). Average PDD during 1950-1960 was $709 \pm 53 \, ^\circ C \cdot$day, which was virtually the same as average PDD during 1960-2005 ($717 \pm 86 \, ^\circ C \cdot$day). Summer PDD then showed a $41 \, ^\circ C \cdot$day increase to an average of $758 \pm 75 \, ^\circ C \cdot$day during 2005-2014, although this increase was well within interannual variability. Snow data show that on average, SWE decreased from $1.31 \pm 0.26 \, m \, w.e.$ in 1950-1960, to $1.08 \pm 0.32 \, m \, w.e.$ in 1960-2005, to $0.95 \pm 0.25 \, m \, w.e.$ in 2005-2014, although these step decreases are likewise within the range of interannual variability. The step change in peak SWE during the mid-1970s is consistent with other regional SWE records (Fig. S3b, Supplement), and has been interpreted as a result of a modal change in the Pacific decadal oscillation, a pattern of ocean climate variability which is closely tied to peak SWE in this region (McCabe and Dettinger, 2002; Pederson et al., 2011; Selkowitz et al., 2002). Generally, PDD and SWE in 1950-1960 compared to 2005-2014 seem to differ. To quantitatively assess the difference, we
performed simple t-tests. T-test results showed that the lower (higher) average SWE (PDD) during 2005-2014 differed statistically from 1950-1960 SWE (PDD) at p < 0.01, α = 0.99 (p < 0.15, α = 0.85). This evidence supports the notion that 2005-2014 had relatively dry winters and warm summers compared to 1950-1960.

Nevertheless, geodetic results show that average mass change rates at Sperry Glacier for 2005-2014 (-0.10 ± 0.03 m w.e. yr⁻¹) and 1950-1960 (-0.22 ± 0.12 m w.e. yr⁻¹) were comparable, i.e. within error bounds. This differs drastically from mass balance results derived from the regression, which include many years of net mass gain during the mid-20th century (Fig. 5). Sufficient individual years are positive during the mid-20th century to yield positive averages from 1950-1960 and 1960-2005, at +0.98 ± 0.83 m w.e. yr⁻¹ and +0.34 ± 0.75 m w.e. yr⁻¹ respectively. However, confidence intervals from the linear regression model suggest the possibility of a negative average during 1960-2005.

Conversely, error on the 1950-1960 mass balance include only positive averages, i.e. glacier thickening and mass gain. The 1950-1960 mass gain predicted by the regression (+0.98 ± 0.83 m w.e. yr⁻¹) is distinctly at odds with the 1950-1960 geodetic mass balance of -0.22 ± 0.12 m w.e. yr⁻¹.

4.3 Local controls on surface mass balance

The amount of potential clear sky radiation available for specific summer melt at Sperry Glacier decreased by 118,605 kJ m⁻² (approximately 15 W m⁻²) from 1950-2014, likely due to steepening of the glacier surface, and a greater proportion of the glacier becoming shaded. Given the heat of fusion for ice (334 kJ m⁻²), this energy deficit translates to 0.36 m w.e. less potential melt for the summer melt season averaged over the
entire glacier, driven only by changes in the relative influence of local effects (i.e. shading, steepening), independent of climate. Field observations show that the rock headwall extending above Sperry Glacier (Fig. 2) contributes high frequency, low volume, loose avalanches (Fig. 6b), and that the cornice above the bergschrund often breaks in the spring, subsequently triggering localized slab avalanches that extend 500 m down from the crest of the ridge to an elevation of 2460 m. (Fig. 6c). Historic aerial photographs show that a prominent ridge of wind-drifted snow consistently develops at lower elevations in the basin (Fig. 6a). Field-measured mass balance data showing highly variable snow accumulation provide evidence of wind effects. Accumulation ranges from 0.00 m w.e. in wind scoured areas, where seasonal snowpack had been stripped down to bare ice, up to more than 5 m w.e. in wind loaded areas (Clark et al., 2017). Field-measured point data (n=551), taken along stakes from the terminus toward the headwall of the glacier (Clark et al., 2017), show the impact of these local effects (shading, avalanching, wind drifting) on the mass balance elevation gradient (Fig. 7c). Toward the glacier terminus, at elevations lower than 2475 m, the mass balance gradient of winter accumulation is $10 \times 10^{-4}$ m w.e. (m)$^{-1}$. Toward the glacier head, at elevations above 2475 m, the mass balance gradient of winter accumulation is an order of magnitude higher at $150 \times 10^{-4}$ m w.e. (m)$^{-1}$. The elevation gradients shown by summer ablation measurements show a similar inflection (Fig. 7c). At elevations higher than 2475 m, where the glacier is steeper and more shaded, the melt gradient rate increases eightfold from $6.6 \times 10^{-4}$ m w.e. (m)$^{-1}$ to $53 \times 10^{-4}$ m w.e. (m)$^{-1}$. 
5 Discussion

Our results reveal that the drivers of mass balance at Sperry Glacier evolved as the glacier retreated. Specifically, the strong correlation between modern-era field and climate data poorly predicts the 1950-1960 geodetically derived mass balance (Fig. 5c) and documents a change in the relationship between regional climate and rates of ice mass loss.

It seems that Sperry Glacier became less reflective of the regional climate as it retreated. Geodetic results compared to regional climate data show that Sperry Glacier lost less area-averaged mass from 2005-2014 (-0.10 ± 0.03 m w.e. yr⁻¹) than from 1950-1960 (-0.22 ± 0.12 m w.e. yr⁻¹) despite the 2005-2014 period being characterized by warmer summers and lower precipitation winters. Glacier elevation changes reflect both surface mass balance and ice flow processes (Cuffey and Paterson, 2010). However, if we were to attribute geodetic results solely to surface mass balance, then our results (Fig. 3) suggest that the equilibrium line altitude remained relatively constant from 1950-2014 despite climate warming. Thus as Sperry Glacier retreated, its accumulation area ratio (Cogley et al., 2011) increased. With an increased fraction of the glacier remaining snow-covered throughout the melt season, the average glacier albedo increases (Naegeli and Huss, 2017). Such time changes in glacier albedo must have affected the summer proportionality factor, i.e. the amount of area averaged melt relative to regional summer temperature, which in part explains the discrepancy between the linear regression and the 1950-1960 mass balance (Fig.5c).

We had hypothesized that the discrepancy between the regression and the historic mass balance would be attributable to avalanching, wind drifting, and shading becoming
relatively more influential as the glacier retreated. Glaciological measurements provide
direct evidence of these effects, as the mass balance gradient at Sperry Glacier has two
distinct components reflecting regional and local drivers (Fig. 7c). For example, the
winter mass balance gradient at elevations below 2475 m, $10 \times 10^{-4}$ m w.e. (m)$^{-1}$, falls
within the range of regional SWE lapse rates, $6.2-10.4 \times 10^{-4}$ m w.e. (m)$^{-1}$, reported in a
study of snow accumulation in northwest Montana (Gillan et al., 2010). The stark
increase (to $150 \times 10^{-4}$ m w.e. (m)$^{-1}$) in winter mass balance gradient at higher elevations
is consistent with enhanced snow accumulation reported for so-called “drift” glaciers
located below the regional equilibrium line altitude in Colorado, where winter
accumulation from local effects was four to eight times regional snow accumulation
(Outcalt and MacPhail, 1965). Field-measured summer data at high elevations are sparse,
but these summer point balances also show a sudden steepening of the summer mass
balance gradient above 2475 m (Fig. 7c), likely because these high reaches of the glacier
are shaded by the headwall.

Our linear regression results fall short of elucidating what drove the change in the
relationship between climate variables and Sperry Glacier. Therefore, we used
glaciological measurements in one final, complementary analysis to assess the impact of
the time-changing glacier hypsometry and the local and regional mass balance gradients
on the glacier’s total mass balance. We applied field-measured mass balance gradients to
the hypsometry of Sperry Glacier in 2014 and 1950 (Fig. 7a,b black bars), first using only
the regional gradient (Fig. 7c dotted lines) and then using the regional plus local gradients
(Fig. 7c solid lines). This demonstrates that without local effects, given the 1950 glacier
hypsometry, specific surface mass balance would be -1.04 m w.e. Similarly, without local
effects, given the 2014 glacier hypsometry, specific surface mass balance would be -0.96 m w.e. Thus, in theory, the hypothetical mass balance response of the 1950 and 2014 glaciers would be roughly similar when forced only by regionally determined gradients. However, when the local mass balance gradients are applied, the balance for 1950 increased by 37% to -0.66 m w.e., and for 2014 by 57% to -0.41 m w.e. These results demonstrate that local mass balance processes have apparently played a strong role at Sperry Glacier since 1950, and that role strengthened as the glacier retreated.

The impact of topographic effects is not evenly partitioned between seasonal components. The differences between the solid and dotted lines in Figure 7b and Figure 7d illustrate local effects: suppression of summer melt (light red area), surplus in winter accumulation (light blue area), and net mass balance enhancement (light gray area). We find that winter local effects (i.e. the surplus in winter accumulation due to avalanching and wind loading) account for 79% of the discrepancy between the mass balance defined by regional mass balance gradients alone versus that defined by both regional and local gradients. Summer local effects (i.e. the mediation in summer melt due to shading) accounted for 21% of the discrepancy. This analysis supports the interpretation that the altered mass balance response we have documented, wherein the glacier had a less negative balance in 2005-2014 despite less favorable regional climate conditions, is driven by the increasing influence of local effects rather than just the changing glacier hypsometry. Here we have examined the time evolution of local effects in bulk. To quantitatively partition the mass impact of discrete processes, future work could assess the evolution in geographic parameters for wind (e.g. Winstral et al., 2002) and avalanche (e.g. Carturan et al., 2013) effects.
Sperry Glacier’s increasing sensitivity to local mass balance drivers is consistent with studies of 20th century glacier change elsewhere in the Rocky Mountains (DeBeer and Sharp, 2009), and is commensurate with modeled projections of future changes to cirque glaciers in the Swiss Alps. For example, although 25% of 1133 individual very small (<0.5 km²) glaciers are projected to disappear as soon as the next 25 years, 67 glaciers (6%) are projected to maintain more than half of their area through at least 2050 (Huss and Fischer, 2016). The persistence of these select glaciers, which are located at lower elevation than the regional equilibrium line altitude, signals the sometimes strong influence of local mass balance drivers. Despite local effects allowing some glaciers to persist for a few more decades, categorical evidence of world-wide glacier retreat in response to 20th century warming (Roe et al., 2016) suggests that local mass balance drivers do not interrupt the synchronicity of glacier response to climate change on global, century-long scales. Indeed, very small (<0.2 km²) glaciers in Colorado showed a strong annual mass balance response to 20th century summer temperatures despite being heavily influenced by winter topographic effects (Hoffman et al., 2007). Thus, the evolving relationship between climate and mass balance demonstrated by Sperry Glacier reveals the complexity in interpreting glacier changes in Glacier National Park and at small cirque glaciers elsewhere on Earth, but does not preclude the reality of a climate that is trending toward conditions that mandate glacier disappearance.

6 Conclusion

Analysis of a 64-year record of glacier mass change against meteorological and snow data demonstrates that the relationship between regional climate variables and Sperry
Glacier is evolving through time. By assessing geodetic mass measurements, regional climate data, and field measured mass balance, we deduced that this shift was caused by local drivers related to topography becoming increasingly influential as the cirque glacier retreated. Our results therefore emphasize the importance of accounting for spatially complex, local topographic processes in projections of 21st century mountain glacier change. These effects can exert substantial and time-changing control on the mass balance of retreating cirque glaciers, are likely highly variable from glacier to glacier, and must therefore be carefully considered and treated in interpretations and projections of cirque glacier change.
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Figure 1. (a) Study area in the U.S. Northern Rocky Mountains, located just south of the USA-Canada border, as indicated by the red box on the inset map. The 39 named glaciers within and near Glacier National Park (GNP) are shown (blue). The continental divide (dashed black line), GNP boundaries (solid black line), the location of Sperry Glacier (small box), Kalispell Historical Climate Network (HCN) meteorological station (black triangle), and snow measurement sites (black circles), are also shown. (b) Worldview imagery from 07 September 2014 depicts Sperry Glacier with the 1950 (white line) and 2014 (black line) glacier margins shown. The approximate seasonal snow line (dotted black line) and the main ridge that defines the crest of the cirque headwall above Sperry Glacier, as well as the west ridge which bounds Sperry Glacier (dotted white line), are also depicted. Elevation (m) above sea level (a.s.l.) is represented by thin black contour lines. Stakes where glaciological measurements were made are shown (red) as is the Sperry Glacier meteorological station (black triangle).
Figure 2. Sperry Glacier on 01 September 2009. Arrow points to the north. Note low-sloping proglacial terrain. In 1950 and 1960, the glacier extended onto this relatively flat ground. Gunsight Peak is indicated by the black star. The west ridge, headwall, cornice, bergschrund, and moraines discussed in the text are labeled. Photograph credit: USGS Climate Change in Mountain Ecosystem photograph archives.
Figure 3. Elevation change over Sperry Glacier from (a,b) 1950-1960, (c,d) 1960-2005, and (e,f) 2005-2014. Left column shows elevation change across the glacier surface, and right column shows hypsometry of elevation change. Black dots on the hypsometry figures (b,d,f) indicate individual pixels, red dots indicate elevation band means, and horizontal red bars indicate elevation band mean errors. Error is mostly smaller than, and therefore obscured by, the red dot. The missing upper section is delineated by the dotted line in (a) and (c). Data from 2005-2014 were used to fill in this missing section. These 2005-2014 infill data are indicated by the gray dots in (b) and (d).
Figure 4. Ordinary least squares (OLS) linear regressions between climate data and glaciological mass balance for 2005-2014. (a) Summer, i.e. July, August, September (JAS), positive degree days versus summer mass balance. The linear regression is shown in red text and is plotted (solid red line). The 95% confidence interval on the regression is also shown (dotted red lines). (b) Peak snow water equivalent (SWE) versus winter mass balance. SWE data are from the Mount Allen snow course. The linear regression is shown in blue text and is plotted (solid blue line). The 95% confidence interval on the regression is also shown (dotted blue lines).
Figure 5. Annual climate data for 1950-2014 and comparison of regression and geodetic mass balance results. (a) Positive degree days (PDD) calculated from the Kalispell Historical Climate Network summer, i.e. July, August, September (JAS), temperature data, adjusted for elevation by the standard lapse rate. (b) Peak snow water equivalent (SWE), calculated from Mount Allen snow course data. Mean (solid line) and one standard deviation (dashed line) of PDD and SWE for each geodetic mass balance interval (1950-1960, 1960-2005, 2005-2014) are plotted and reported in text with standard deviation. (c) Regression results for annual mass balance (black dots, thin black line) are shown, as are regression results for the average mass balance from 1950-1960, 1960-2005, 2005-2014 black dotted lines). Calibrated, annual glaciological balances are shown (red dots), as is the average of this glaciological balance from 2005-2014 (red dotted line). Errors, set by confidence intervals on the linear regression, are also shown (light gray boxes). Geodetic mass balances for 1950-1960, 1960-2005, and 2005-2014 are plotted (horizontal black lines) with errors (dark gray boxes).
Figure 6. Snow avalanches and wind drifted snow at Sperry Glacier. (a) Aerial photograph of Sperry Glacier taken on 8 September 1960 shows a prominent ridge of wind drifted snow that is evidence of southwest winds in the basin (black arrows), is shown. The cornice that is evidence of south winds (red arrows) is labeled. Sperry Glacier meteorological station is shown (red triangle) and the approximate elevation (2475 m a.s.l.) above which the winter and summer mass balance gradients change is drawn. The photograph also shows the glacier lapping over the top of Gunsight Peak (black star) at the highest elevation of the ridge (dotted white line). Photograph credit: USGS Climate Change in Mountain Ecosystem photograph archives. (b) Sperry Glacier in June, 2010. Snow sluffing and loose avalanches off the headwall are depicted. Photograph was taken from the Sperry Glacier meteorological station, labelled “b” in (a). Photograph credit: Joel Harper. (c) Sperry Glacier in June, 2006. Cornice collapse (on the left) often causes a localized slab avalanche. Loose avalanche depicted on the right. Photograph credit: USGS Climate Change in Mountain Ecosystem photograph archives. Photograph was taken from the approximate location labelled “c” in (a).
Figure 7. Parsing local from regional mass balance drivers. (a) Hypsometry of the 1950 glacier, presented in 50-m elevation bands (black bars). (b) Sperry Glacier hypothetical mass balance, as it varies with elevation, given 1950 glacier hypsometry and mass balance gradients. Solid lines show the summer (red), winter (blue), and annual (black) balances calculated using field-measured local (L) and regional (R) mass balance gradients shown in (c). Dotted black lines show the same but excluding L at high elevations, i.e. using R only. (c) Hypsometry of the 2014 glacier surface (black bars), and mass balance gradients measured at Sperry Glacier (red and blue dots and lines). The mean of 2005-2014 summer (red dots) and winter (blue dots) point mass balances, measured at stakes sites, are plotted against the average elevation of the 50-m elevation band wherein the stake was located. Lower elevation (< 2475 m) mass balance gradients reflect regional (R) mass balance gradients for melt (dashed red line) and snow water equivalent (SWE) (dashed blue line). Higher elevation (> 2475 m) mass balance gradients reflect local (L) mass balance gradients for melt (dotted red line) and SWE (dotted blue line). (d) Sperry Glacier hypothetical mass balance as shown in (b), but given 2014 glacier hypsometry.
### Tables

<table>
<thead>
<tr>
<th>Year</th>
<th>Summer Balance (m w.e.)</th>
<th>Winter Balance (m w.e.)</th>
<th>Annual Balance (m w.e.)</th>
<th>AAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>-2.92</td>
<td>+2.33</td>
<td>-0.59</td>
<td>34%</td>
</tr>
<tr>
<td>2006</td>
<td>-3.15</td>
<td>+2.78</td>
<td>-0.37</td>
<td>-</td>
</tr>
<tr>
<td>2007</td>
<td>-3.60</td>
<td>+2.19</td>
<td>-1.41</td>
<td>-</td>
</tr>
<tr>
<td>2008</td>
<td>-1.78</td>
<td>+2.74</td>
<td>+0.96</td>
<td>-</td>
</tr>
<tr>
<td>2009</td>
<td>-3.53</td>
<td>+2.46</td>
<td>-1.07</td>
<td>46%</td>
</tr>
<tr>
<td>2010</td>
<td>-2.47</td>
<td>+2.82</td>
<td>+0.35</td>
<td>48%</td>
</tr>
<tr>
<td>2011</td>
<td>-2.88</td>
<td>+4.13</td>
<td>+1.25</td>
<td>-</td>
</tr>
<tr>
<td>2012</td>
<td>-3.09</td>
<td>+3.67</td>
<td>+0.58</td>
<td>-</td>
</tr>
<tr>
<td>2013</td>
<td>-3.98</td>
<td>+2.97</td>
<td>-1.01</td>
<td>36%</td>
</tr>
<tr>
<td>2014</td>
<td>-2.84</td>
<td>+3.19</td>
<td>+0.35</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 1**: Area-averaged glaciological mass balance values used in this study. Winter balances are as reported by Clark et al. (2017). Summer and annual balances are the result of calibration against the 2005-2014 geodetic mass balance, accomplished following the calibration steps outlined by Zemp et al. (2013). Accumulation area ratio (AAR) as reported by Clark et al. (2017) is listed for years when the seasonal snowline was mapped.
<table>
<thead>
<tr>
<th>DEM Source</th>
<th>Area (km²)</th>
<th>Median Elevation (m)</th>
<th>Median Slope (°)</th>
<th>Median Aspect (º)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01 Sept 1950</td>
<td>1.30</td>
<td>2317</td>
<td>15</td>
<td>315 NNW</td>
</tr>
<tr>
<td>08 Sept 1960</td>
<td>1.23</td>
<td>2325</td>
<td>17</td>
<td>315 NNW</td>
</tr>
<tr>
<td>02 Sept 2005</td>
<td>0.86</td>
<td>2425</td>
<td>22</td>
<td>326 NW</td>
</tr>
<tr>
<td>07 Sept 2014</td>
<td>0.80</td>
<td>2444</td>
<td>24</td>
<td>326 NW</td>
</tr>
</tbody>
</table>

**Table 2:** Digital elevation model (DEM) specifications and glacier elevation results. Acquisition dates for the original imagery used to derive elevation data are listed.
Table 3: Geodetic mass balance results. Net changes in volume (ΔV) and mass (ΔM) on Sperry Glacier from 1950-1960, 1960-2005, and 2005-2014 are listed. Uncertainties due to elevation error (EΔh) and density (Eρ) are listed, as are total errors (E_t). Geodetic mass balances (dH dt\textsuperscript{-1}) are listed with uncertainty defined by total error, expressed as a rate.
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Glaciological mass balance calibration

We define the annual glaciological balance as the sum \( B_{a,sum} \) of the site index summer \( (B_s) \) and winter \( (B_w) \) balances reported by Clark et al. (2017). We calibrated annual and summer balances using the following steps, defined in the calibration section of the Zemp et al. (2013) reanalysis procedure.

First, we calculated the centred glaciological balance \( \beta_t \), which is the deviation from the mean glaciological balance \( \bar{B}_{a,sum} \) for 2005-2014. This term captured interannual variability documented by glaciological data:

\[
\beta_t = B_{a,sum} - \bar{B}_{a,sum} \tag{S1}
\]

Next, we used this centered glaciological balance and the geodetic mass balance \( \bar{B}_{a,geodetic} \) to calculate the calibrated annual balance \( B_{a,cal} \):

\[
B_{a,cal} = \beta_t + \bar{B}_{a,geodetic} \tag{S2}
\]

Finally, we calculated the calibrated summer balance:

\[
B_{s,cal} = B_{a,cal} - B_w \tag{S3}
\]

These calibrated summer and annual balances are reported in Table 1.
Figure S1: Elevation differences over the stable bedrock used for DEM co-registration are shown on a forced -10 m to 10 m scale. The full suite of elevation differences over stable bedrock terrain is shown in Figure S2.
Figure S2: Elevation differences over stable bedrock terrain before (gray bars) and after (black bars) co-registration of the (a) 1960/2005 and (b) 2005/2014 DEMs. Plots show the magnitude (x-axis) and pixel count (y-axis) of elevation differences over stable bedrock terrain that is low-sloping (< 30°), and free of vegetation, snow, and ice. Text on the plots reports mean, root mean square error (rmse), and standard deviation (std) of these elevation differences for the raw (gray text) and co-registered (black text) results. The number of pixels used for co-registration for 1960/2005 (n = 23,951) was fewer than for 2005/2014 (n = 127,440) due to the 2005 and 2014 DEMs covering more bedrock terrain. Dark gray bars are an artefact of light gray bar transparency.
Figure S3: Auxiliary meteorological and snow data. (a) Mean annual air temperatures measured (solid lines) at the Kalispell Historical Climate Network (HCN) station (red) compared with mean annual air temperatures according to North American Regional Reanalysis output (dotted lines) for a single 32-km grid cell containing the Kalispell station (black), and two 32-km grid cells containing the Kalispell station and Sperry Glacier (yellow). (b) Annual peak SWE data for six snow stations in the study area. Station details listed in Table S3.
Table S1: Digital elevation model (DEM) results for the truncated glacier. Differences from the full glacier results (see Table 2), where 2014 elevations were used to fill in the missing upper section, are also reported.

<table>
<thead>
<tr>
<th></th>
<th>Area $\times 10^6$</th>
<th>Difference from Full Glacier Results $\times 10^6$</th>
<th>Median Elevation (m a.s.l.)</th>
<th>Difference from Full Glacier Results (m a.s.l.)</th>
<th>(%)</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1950 DEM</td>
<td>1.16</td>
<td>-0.14</td>
<td>2305</td>
<td>-12</td>
<td>-11</td>
<td>-0.5</td>
</tr>
<tr>
<td>1960 DEM</td>
<td>1.10</td>
<td>-0.13</td>
<td>2310</td>
<td>-15</td>
<td>-12</td>
<td>-0.7</td>
</tr>
</tbody>
</table>
Table S2: Geodetic mass balance results for the truncated glacier. The net change in volume (ΔV) and mass (ΔM) are listed, as are mass change rates (dH dt⁻¹). Differences from full glacier results, where 2005-2014 values were used to fill in the missing upper section, are also reported.

<table>
<thead>
<tr>
<th></th>
<th>Net Volume Change</th>
<th>Difference from Full Glacier Results</th>
<th>Net Mass Change</th>
<th>Difference from Full Glacier Results</th>
<th>Mass Change Rate</th>
<th>Difference from Full Glacier Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ΔV</td>
<td>%</td>
<td>ΔM</td>
<td>%</td>
<td>(m w.e. yr⁻¹)</td>
<td>%</td>
</tr>
<tr>
<td>1950-1960</td>
<td>-3.54</td>
<td>-0.21</td>
<td>-3.00</td>
<td>-0.17</td>
<td>-0.26</td>
<td>-0.04</td>
</tr>
<tr>
<td>1960-2005</td>
<td>-12.3</td>
<td>-1.00</td>
<td>-10.5</td>
<td>-0.82</td>
<td>-0.21</td>
<td>-0.03</td>
</tr>
<tr>
<td>Site</td>
<td>Measurement</td>
<td>$r^2$</td>
<td>$m_w$</td>
<td>Distance</td>
<td>Elevation</td>
<td>First Year</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------------</td>
<td>-------</td>
<td>-------</td>
<td>----------</td>
<td>-----------</td>
<td>------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(unitless)</td>
<td>(km)</td>
<td>(m)</td>
</tr>
<tr>
<td>Sperry Glacier</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2450</td>
<td>-</td>
</tr>
<tr>
<td>Flattop Mountain</td>
<td>SNOTEL</td>
<td>0.990</td>
<td>2.32</td>
<td>~15</td>
<td>1920</td>
<td>1970</td>
</tr>
<tr>
<td>Mount Allen</td>
<td>Snow Course</td>
<td>0.973</td>
<td>2.99</td>
<td>~14</td>
<td>1737</td>
<td>1922</td>
</tr>
<tr>
<td>Desert Mountain</td>
<td>Snow Course</td>
<td>0.960</td>
<td>7.93</td>
<td>~27</td>
<td>1707</td>
<td>1937</td>
</tr>
<tr>
<td>Piegan Pass</td>
<td>Snow Course</td>
<td>0.959</td>
<td>3.28</td>
<td>~14</td>
<td>1676</td>
<td>1922</td>
</tr>
<tr>
<td>Marias Pass</td>
<td>Snow Course</td>
<td>0.939</td>
<td>6.68</td>
<td>~46</td>
<td>1600</td>
<td>1934</td>
</tr>
<tr>
<td>Mineral Creek</td>
<td>Snow Course</td>
<td>0.945</td>
<td>7.24</td>
<td>~13</td>
<td>1219</td>
<td>1939</td>
</tr>
</tbody>
</table>

**Table S3**: Snow data that were assessed, but not used in the linear regression. The type of snow measurement site and correlation coefficients ($r^2$) between glaciological winter mass balance and peak SWE measured at the snow measurement site for 2005-2014 are listed. Winter proportionality factors ($m_w$), calculated using 2005-2014 glaciological winter balance data; map distance from Sperry Glacier, snow measurement site elevation, and start of the historical record of the snow data (First Year) are also listed. The dash (-) indicates not measured.
CHAPTER 4
EVALUATING DRIVERS OF GLACIER CHANGE SINCE THE LITTLE ICE AGE IN THE NORTHERN ROCKY MOUNTAINS

Abstract:

Changes in glacier ice coverage in response to centennial/decadal scale climate forcings are spatially complex and non-uniform across mountain range landscapes. To investigate the drivers of this spatial complexity in the northern Rocky Mountains, USA, we analyze glacier area changes from the Little Ice Age (LIA) glacial maxima at approximately the mid-19th century to the modern. Glacier area data reconstructed from moraine tracing show that at the LIA glacial maxima there were 147 glaciers in the study area, ranging from 0.01 to 4.97 km². Every single LIA glacier decreased in area and 98 (67%) of the small (<1.5 km²) LIA glaciers disappeared over the course of the 20th century. However, although all LIA glaciers that vanished were small, not every small LIA glacier disappeared. Considering decision tree algorithm results trained on glacier and terrain parameters, along with simple stability assessments based on estimated LIA ice thicknesses, we find that the predictable factors of initial glacier size and elevation cannot perfectly explain the observed pattern of glacier disappearance. Our results instead promote a more nuanced understanding: on the centennial time scale, glaciers remained coupled to regional climate (i.e. every glacier retreated) and change was grossly predictable based on initial glacier size (i.e. the biggest LIA glaciers persisted), but topographic effects (e.g. avalanching) modulated glacier change at small (<1.5 km²) glaciers more than did regional lapse rates (i.e. elevation).
1 Introduction

As climate becomes less favorable for maintaining glacier ice across a mountain landscape, a complex pattern of change can result from the spatially heterogeneous processes that drive glacier mass balance. Glacier hypsometry and ice volume exert a first order control on how glacier mass and the spatial footprint of a glacier change in response to climate perturbations (Cuffey and Paterson, 2010; Oerlemans, 2001). However, local topography can strongly affect accumulation and ablation processes of small (10^−1 to 10^0 km^2) mountain glaciers (Carrivick et al., 2015; Florentine et al., 2018; Hughes, 2010; Kuhn, 1995), such that glacier retreat can be highly variable for proximal glaciers situated in topographically favorable versus unfavorable settings (Debeer and Sharp, 2009). Thus, the spatial pattern of ice change across mountain ranges is not necessarily expected to be uniform or to coincide perfectly with the primary factors that control local climatic conditions such as elevation and aspect. This complexity muddles the relationship between mountain glaciers and climate.

Comparing reconstructions of the areal extent of mountain glaciers at the end of the Little Ice Age glacial maxima more than a century ago (Matthews and Briffa, 2005) to the areal extent of glaciers today provides an opportunity to investigate the spatially complex drivers of glacier change across mountain landscapes. Such comparison directly documents glacier area change on an individual, glacier by glacier basis (Knoll et al., 2009; Lucchesi et al., 2014; Qiao and Yi, 2017). In turn, glacier volume and mass change may be estimated from glacier area data using geometric inferences based on the yield strength of ice (Kerschner et al., 1999; Knoll et al., 2009). Furthermore, pairing glacier change data with quantitative assessment of local terrain factors enables insight into
topographically controlled mass balance processes (i.e. shading, avalanching, wind-drifting) (DeBeer and Sharp, 2009).

In this paper we compare reconstructed LIA glacier areal extents (Fagre and Martin-Mikle, 2018) to modern (21st century) glacier areal extents (Fagre et al., 2017) in and near Glacier National Park (GNP) in the northern Rocky Mountains. Our goal is to elucidate spatially varying factors driving change to glacier ice masses across this mountain landscape to better understand glacier-climate relationships. First, we analyze glacier area change. Next, we define and assess terrain parameters that approximate topographically driven mass balance processes and use these results to train a decision tree algorithm that determines rank orders for the relative importance of different controls (i.e. initial glacier area, elevation, avalanching, etc.). Finally, we estimate glacier thickness and consider simple physical constraints on melt (i.e. elevation lapse rates) to evaluate the expected stability of LIA glaciers based on initial ice mass and elevation distribution, and then compare this to the observed pattern of disappearance. Our work provides insight into the relative control of predictable factors like elevation and initial glacier size, versus less predictable (and unresolved) factors like snow avalanching and wind drifting.

2 Study area

The mountainous terrain of GNP is characterized by glacially carved valleys, cirques, horns, and arêtes (Figure 1). During the period of cooling associated with the Little Ice Age (16th to 19th centuries) GNP glaciers advanced (Carrara, 1989) and deposited distinct moraines, distinguishable as centuries (and not millennia) young because of the sharply crested morphology and lack of vegetative cover. Tree ring dates of 1860 and 1859 from
just inside the Jackson and Agassiz Glacier moraines indicate that these glaciers reached their LIA maximum extent in the mid-19th century (Carrara and McGimsey, 1981). Today there are 39 named glaciers within and near GNP (Fagre et al., 2017), all of which are paired with LIA moraines located tens to hundreds of m downslope from the modern glacier terminus (e.g. Figure 2).

3 Data and methods

To ensure a complete and consistent inventory of glaciers present on the modern, 21st century landscape, we inspected 39 named glacier margins in and near GNP derived from 2015 WorldView imagery (Fagre et al., 2017), and complimented these data with 17 additional unnamed glaciers identified during a systematic inventory of 2005 National Agriculture Imagery Program (NAIP) imagery. We distinguished glaciers from perennial snow fields using the following criteria: glaciers had to be a cohesive body identifiable as bare ice in late summer imagery once seasonal snow had melted. Our inspection of the 39 named glaciers resulted in exclusion of Baby, Boulder, Harris, Herbst, Hudson, Siyeh, and Two Ocean Glaciers. Ultimately, our complete inventory of modern GNP glacier margins totaled 49 (32 named glaciers, 17 additional unnamed glaciers). The areal extent of LIA glaciers was provided by the moraine-derived dataset created by Fagre and Martin-Mikle (2018).

To enable comparison of LIA and modern glaciers, we use 10 m National Elevation Dataset (NED) as a digital elevation model (DEM), in conjunction with the glacier margin data described above, to define LIA and modern glacier area, median glacier elevation, median glacier slope, and median glacier aspect. Aspect and slope were
calculated using an algorithm written in python (Christopher Nuth, personal communication) like that applied in ArGIS software (ESRI, 2014). Median values are reported for each glacier as these reflect the central tendency of the spatial field and require no assumption of the distribution of values across the glacier, which is likely not normally distributed. We note that median elevation may be a reasonable approximation of the equilibrium line altitude (ELA), because if the glacier accumulation area ratio (AAR, the ratio of the accumulation area to the ablation area) were 0.5, then the median elevation would be the ELA. An AAR of 0.5 falls within typical AAR for small cirque glaciers (0.44±0.07) and valley-filling glaciers (0.6) (Colucci, 2016; Murray and Locke, 1989).

Our use of modern elevation data to quantify glacier elevation is a source of uncertainty because modern surface elevations do not reflect the surface of LIA glacier ice. LIA glacier results are therefore characteristic of the terrain occupied by the LIA glacier, rather than a precise report of the actual LIA glacier surface.

### 3.1 Terrain parameters

Ultimately our goal was to assess the relative control of predictable factors like initial glacier ice mass and regional lapse rates against local, unresolved factors like avalanching, wind-drifting, and shading. To address the former, we analyzed LIA glacier area as a proxy for initial glacier ice mass, and median glacier elevation as a proxy for temperature and thus sensible heat flux. To address the latter, we analyzed terrain parameters for LIA glacier shading, avalanching, and wind drifting that act as proxies for topographically driven mass balance processes. These parameters are not independent.
Therefore, we calculated Spearman’s rank correlation coefficients to quantify and understand relationships between parameters. We limit terrain parameterization to small (<1.5 km²) glaciers, as our results show that larger LIA glaciers persisted without exception (see section 4 Results) and therefore do not evoke the same suspicion that persistence depended on anything other than initial glacier size.

3.1.1 Radiation

We define incoming solar radiation (W m⁻²) across each glacier to approximate shading. The Solar Area Radiation tool (ESRI, 2014) was used to calculate potential clear sky radiation during melt season months, defined as July, August, and September (Clark et al., 2015; Florentine et al., 2018). This hemispherical viewshed algorithm (Fu and Rich, 2002) accounts for the seasonal progression of the sun, a fixed atmospheric transmissivity, latitude, as well as topographic shading, elevation, slope, and aspect based on NED data. We computed radiation across the terrain footprint of every small LIA glacier, and then reported the median value. Thus, if most grid cells across the glacier were shaded, then the radiation index for that glacier was a low magnitude W m⁻² value. The assumption of clear sky, without accounting for the effect of clouds, is a source of uncertainty.

3.1.2 Avalanching

Avalanche starting zone areas on glacier headwalls acted a proxy for snow mass input by slab avalanching. We first delineated headwalls, and then computed starting zones on each headwall as the area where slope was greater than 30° (and therefore likely to slide),
and less than 60° (and therefore likely to accumulate sufficient snow for slab development). Glacier headwalls were delineated by drawing headwall margins perpendicular to bedrock elevation contours (70 m contour intervals) above the glacier. Headwall designation was restricted to only the bedrock area above the main ice body, i.e. headwalls did not include bedrock above narrow (tens of meters) ledges of ice that extended off the main glacier.

We also computed an avalanche interception index for the likelihood that the glacier surface intercepted and retained avalanched snow, defined as the ratio between the slope of the headwall and the slope of the glacier surface:

$$I = \frac{\alpha_h}{\alpha_g}$$

(1)

where $\alpha_h$ is the median headwall slope, $\alpha_g$ is the median glacier slope, and $I$ is the avalanche interception index. An index greater than one indicated that the slope of the glacier was flatter than the slope of the headwall, and thus the glacier had better potential for avalanche interception.

Finally, we computed an index for the likelihood of snow sluffing off headwalls. Not all snow redistributed onto a glacier surface by avalanche activity occurs via slab avalanching. Often continual sluffing off steep headwalls occurs during or soon after storms. Observations from Sperry Glacier provide evidence for this more frequent, sluffing avalanche activity (Florentine et al., 2018). We used headwall slope as a proxy for avalanche sluffing, where steep headwalls were assumed to lead to high sluffing activity.
3.1.3 Wind

Finally, we computed a wind exposure index to approximate scouring versus loading of snow across the glacier surface. We leveraged previous work that developed an empirically determined wind parameter (Winstral et al., 2002), based on the maximum upwind slope relative to the dominant, seasonally averaged, regional wind direction. This study found that defining the wind parameter across the 100 m length scale optimized agreement between parameterized wind drift and observed snow depths measured at 504 points across an ~1 km², high elevation study area in the Colorado Rocky Mountains (Winstral et al., 2002).

The dominant wind direction in GNP is from the southwest (i.e. 225°), as shown by analysis of 20th century GNP climatology (Finklin, 1986) and meteorological data from a high elevation weather station in GNP: wind direction measured at an off-ice meteorological station adjacent to Sperry Glacier (elevation ~2450 m) between 2014 and 2016 was 219±65° (Erich Peitzsch, personal communication). We therefore calculated the maximum upwind slope as:

\[ \alpha = \tan^{-1} \frac{v}{h} \]  
(2)

where vertical relief to the highest point within 100 m to the SW is v, horizontal ground distance to the highest point is h, which together define the maximum upwind slope, i.e. the wind exposure index (\( \alpha \)). We report the median wind exposure across each LIA glacier. Hence if most grid cells across the glacier were sheltered from SW winds, then the index was a high magnitude, positive angle.
3.2 Glacier thickness

Interpreting glacier area as a proxy for ice mass is limiting, because glaciers with identical area can have distinct ice volume (and therefore mass) due to differing ice thicknesses. To address this limitation, we use glaciological principles to estimate ice thickness across LIA glaciers, which we later use in our analysis to define an index for the relative stability of LIA glaciers (i.e. which glaciers were massive and thick versus which glaciers were spread thinly across the landscape).

Following methods used in other paleoclimate and cirque glacier studies (Kerschner et al., 1999; Knoll et al., 2009; Kull and Grosjean, 2000; Sanders et al., 2010), we apply the approximation that basal shear stress is balanced by driving stress. We therefore assume that ice within every LIA glacier flowed, which is supported by the moraines that were deposited by every LIA glacier. Further, we assume stress to be equal to the approximate yield strength of temperate ice, 100 kPa (Cuffey and Paterson, 2010; Nye, 1959).

Applying the simple slab model, which sets glacier surface slope parallel to bed slope, enables us to estimate ice thickness:

\[ h = \frac{\tau_b}{\rho g \sin \theta} \]  

where \( h \) is the estimated ice thickness consistent with 100 kPa at each DEM grid cell across the glacier footprint, given 100 kPa as the yield strength of ice \( (\tau_b) \) (Cuffey and Paterson, 2010), 900 kg m\(^{-3}\) as the density of ice \( (\rho) \), 9.81 m s\(^{-2}\) as acceleration due to gravity \( (g) \), and glacier slope \( (\alpha) \) at every DEM grid cell across the glacier footprint. The method agreed well with measurements available for one modern GNP glacier. It yielded an average ice thickness for modern Sperry Glacier of 38 m, which is within 3 m of the 35 m average ice thickness estimated from ice penetrating radar (Brown et al., 2010).
4 Results

LIA glaciers in GNP were not long valley glaciers (Figure 1). At the LIA there were 147 cirque glaciers, individually <5 km² in area (Figure 3), but collectively comprising 59.65 km² of ice coverage in and near GNP. By the beginning of the 21st century, only 49 modern glaciers remained, meaning that 98 glaciers disappeared. Modern glaciers cover 75% less area, at 15.13 km² of ice coverage. Consistent with previous work showing predominantly northeast-facing aspects of cirque glaciers in the Northern Rocky Mountains (Graf, 1976), our results show that modern glacier aspects range from NW (287°) to SE (136°). This range was wider for LIA glaciers (252° to 154°) which had more southerly and westerly exposures. The median elevation of LIA glaciers was 2185 m, which is only 98 m lower than the median elevation of modern glaciers. Further, the elevation range of LIA and modern glaciers overlaps (Figure 4). The elevation shift of GNP glaciers from the LIA to now was thus not nearly as dramatic as the hundreds of m depression of the glaciation threshold typical for the Pleistocene Last Glacial Maximum (Locke, 1990; Porter, 1977).

Inspecting area change at LIA glaciers, we found strong correlation between initial (LIA) glacier area ($r^2=0.98$, p<0.01) and glacier area change: big LIA glaciers lost more area than did small LIA glaciers (Figure 5a). The relative area changes of the nine biggest (>1.5 km²) LIA glaciers (Agassiz, Sperry, Jackson, Blackfoot, Grinnell, Kintla, Pumpelly, Harrison, and Rainbow) varied from 45 to 83% (Figure 5a; Figure 6). The relative area loss of the small LIA glaciers that persisted varied from 9 to 90% (Figure 5b).
All LIA glaciers that disappeared were smaller than 1.5 km² (Figure 7a). Of the 138 LIA glaciers in this small size class, 71% (n=98) disappeared and 29% (n=40) persisted. Comparing terrain parameters, we found that LIA glaciers that disappeared tended to have smaller avalanche starting zones (Figure 7e) (Table 2). T-tests run on parameters that had normal distributions showed significant differences at the 95% confidence interval (p<0.05) between elevation and radiation (Figure 7b and Figure 7c). LIA glaciers that disappeared tended to be lower in elevation and more shaded (Figure 8b). The range of wind exposure at LIA glaciers that disappeared was wider than at LIA glaciers that persisted (Figure 7d). Some LIA glaciers that disappeared were in highly wind scoured locations (Figure 8a).

Spearman correlation coefficients show that there is a strong (r>0.6) monotonic relationship between radiation and elevation (+0.65), and radiation and headwall slope (-0.77). These results quantify the relationships between terrain parameters: high elevation glaciers are more exposed to clear sky insolation because less terrain interrupts the skyline extending above the glacier (Debeer and Shap, 2009), and glaciers at the base of steep headwalls tend to be shaded.

5 Discussion

Similar to LIA glacier reconstructions in the Julian Alps and South Tyrol, Italy (Colucci, 2016; Knoll et al., 2009), our results show that the northern Rocky Mountain LIA ice masses were cirque glaciers, like modern GNP glaciers only larger. Cirque glaciers tend to be characterized by anomalous accumulation from wind-drifting and avalanching of snow (Kuhn, 1995), and to be heavily affected by local topography.
(Hoffman et al., 2007). Cirque glaciers therefore do not always demonstrate classic accumulation/ablation area zoning. Instead of following an elevation contour, the cirque glacier ELA, which separates the accumulation and ablation zone, can run parallel to the headwall ridge (e.g. Sperry Glacier in GNP; Florentine et al., 2018).

Hence, given that all LIA glaciers analyzed in this study qualify as cirque glaciers <5 km², topographically driven mass balance processes must have driven some portion of the observed glacier change across this mountain landscape. Our subsequent analyses attempt to tease out whether these local topographic effects ultimately controlled, or merely modulated, LIA glacier response to 20th century climate change.

5.1 Large versus small changes of the big glaciers

Because all LIA glaciers in and near GNP were cirque-type, these glaciers were less subject to rapid terminus retreat than would be expected for valley-type glaciers with more extended area altitude distributions (Oerlemans, 2001). Nonetheless, area altitude distribution (i.e. glacier hypsometry) still partly explains the relative area loss on big cirque glaciers. For example, Sperry Glacier lost a large (79%) proportion of its area, likely because >30% of the glacier was distributed at low elevation (Figure 9b).

The differing area loss of 52% at Harrison Glacier and 70% at the adjacent Blackfoot Glaciers (Figure 6e and Figure 6h) is not necessarily explained by hypsometry, as these glaciers had similar LIA area altitude distribution (Figure 9e and Figure 9h). Instead, the different relative area loss is probably explained by different initial area aspect distribution. Median aspect at Blackfoot Glacier rotated 43° from northeasterly (75°) at the LIA to more northerly (32°) at the modern (Table 1; Figure 4), as areas situated at the
base of west-facing headwalls melted and were lost (Figure 6e). Meanwhile, Harrison Glacier only departed 1° from its LIA median aspect (Table 2; Figure 4). Big glacier area loss thus fits well with expected, predictable drivers of glacier change, i.e. elevation and aspect.

5.2 Small glaciers that vanished

LIA glaciers that disappeared were generally small (Figure 7a). Subjected to climate change from the LIA to modern, which included 20th century increase in maximum temperature of 1.13°C in this region (Pederson et al., 2010), locations where many very small (median size of LIA glaciers that disappeared was 0.07 km$^2$) glaciers were sustained during the LIA became inviable for hosting glacier ice. Many very small LIA glaciers melted completely, which is consistent with the expected, predictable condition of initial glacier size controlling glacier change.

5.3 Why did some small LIA glaciers persist?

Our results underscore the fundamental control of glacier size on glacier disappearance. However, not all small (<1.5 km$^2$) LIA glaciers vanished. This could potentially be explained if small LIA glaciers that persisted were thick glaciers that were relatively more stable, merely due to greater initial mass. Furthermore, select small LIA glaciers could have persisted if these glaciers were located at high, cold elevations. To test whether the pattern of GNP glacier disappearance is simply explained by initial glacier size and elevation we use two independent analyses: classification and regression tree (CART) based on terrain parameters, and stability indices based on ice thickness.
5.3.1 Classification tree

First, we used 10-fold cross validation to run CART analysis on terrain parameters. The tree was trained on the binary designation of LIA glacier disappearance versus persistence for 80% (n=119) of the available 147 LIA glaciers. It showed 79% accuracy when tested on the remaining 20% (n=28) of the data (Table 4), i.e. the tree accurately predicted disappearance/persistence for 22 of the 28 glaciers in the test data set.

CART results show that initial glacier area exerts the strongest control on whether LIA glaciers persisted versus disappeared (Figure 10). However, after initial glacier size, avalanche starting zone area and radiation distinguish glacier disappearance versus persistence. Radiation is strongly correlated with elevation (+0.65), but the avalanche starting zone parameter is not strongly correlated (i.e. r<0.60) with any other parameter. This suggests that while initial glacier size was a paramount control on ice persistence versus disappearance, it was local factors (avalanche starting zone) rather than regional lapse rates (elevation) that next determined whether small glaciers vanished.

5.3.2 Stability index

Second, using LIA ice thickness estimates and modern mass balance measurements from Sperry Glacier (Clark et al., 2017) we developed a stability index. This index constituted a first order assessment of how difficult it would be to melt each LIA glacier:

\[
SI = \frac{h_g / \dot{a}_g}{\bar{h} / \dot{a}}
\]

where the stability index (SI) is determined by the time required to ablate the estimated median LIA glacier thickness (\(h_g\)) at an assigned ablation rate scaled to glacier elevation
(\(\dot{a}_g\)), normalized by the time required to melt the average LIA glacier thickness (\(\bar{h}\)) at the assigned ablation rate (\(\dot{a}\)). Thus, thin, low elevation LIA glaciers had small stability indices.

The mean annual mass balance measured on-ice at an elevation of 2338 m on Sperry Glacier from 2005 to 2014 was -1.08 m yr\(^{-1}\), which we approximate as -1 m yr\(^{-1}\) and apply as the assigned ablation rate (\(\dot{a}\)) (Clark et al., 2017). The annual mass balance elevation gradient measured at Sperry Glacier was \(-3.4 \times 10^{-4}\) m m\(^{-1}\) (Clark et al., 2017; Florentine et al., 2018). We scaled -1 m yr\(^{-1}\) to elevation using this measured gradient, which resulted in glacier assigned ablation rates (\(\dot{a}_g\)) that ranged from -0.88 to -1.21 m yr\(^{-1}\).

Stability index results (Figure 11) provide an account of the expected pattern of glacier disappearance given one regional mass loss rate, scaled for the predictable and known control of elevation. This stability analysis does not correctly differentiate observed glacier disappearance, i.e. Figure 11 does not show all red dots exclusively clustering toward the thin glaciers and low stability index corner of the plot. This result corroborates our decision tree results, namely that in this small (<1.5 km\(^2\)) size class, glacier persistence was not purely a function of initial ice volume. Instead, glacier persistence was some function of size and other processes that are not captured by regional lapse rates.

6 Conclusions

Topographic effects complicate mountain glacier response to regional climate change. Our evaluation of glacier retreat in the northern Rocky Mountains since the LIA glacial
maxima supports this point. However, we found that although topographic effects played an important role in driving the spatially heterogeneous pattern of glacier change, these effects did not entirely decouple glaciers from climate. Instead we found that on the centennial time scale, regional changes, likely related to the broad scale global climate warming, dominantly forced glacier change. However, our results simultaneously pointed to the modulating effects of local, topographically driven mass balance processes, as the observed occurrences of glacier persistence versus disappearance could not be perfectly explained or predicted based on initial glacier size and elevation.
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Figure 1. Map of the study area showing Little Ice Age (LIA) and modern (21st century) glaciers. LIA glaciers that disappeared are shown in red, LIA glaciers that persisted are shown in gray, and modern glaciers are shown in blue. The boundary of Glacier National Park (GNP) is delineated (black line), as is the continental divide (dashed black line). Extent of Figure 8 is outlined by the black box, and the nine LIA glaciers >1.5 km² are labeled.
Figure 2. Example of LIA moraines. (a) East-facing Clements Glacier in 1910 (Source: Glacier National Park archives). (b) The site of Clements Glacier in 2010. Seasonal snow is visible, but glacier ice here has disappeared (Source: USGS Climate Change in Mountain Ecosystems archive).
Figure 3. Bar plot showing the size distribution of Little Ice Age (LIA) and modern glaciers. Data for LIA glaciers that disappeared are shown in red (n=98), data for LIA glaciers that persisted are shown in gray (n=49), and data for modern glaciers are shown in blue (n=49). Size classes are grouped by 0.5 km$^2$ increments. Big (>1.5 km$^2$) LIA glaciers are named. There is only one modern glacier (Harrison Glacier) bigger than 1.5 km$^2$. 
Figure 4. Glacier aspect and elevation plotted on rose diagrams, separated by size class (<1.5 km$^2$ on the left, >1.5 km$^2$ on the right) and time (LIA on the top, modern on the bottom). High elevation glaciers plot toward the center and low elevation glaciers plot toward the edge. LIA glaciers that disappeared are plotted in red, LIA glaciers that persisted are plotted in gray, and modern glaciers are plotted in blue, all scaled to size relative to the 1 km$^2$ circles shown in the legend.
Figure 5. Glacier area change for the 98 LIA glaciers that persisted. (a) Glaciers plot as gray dots by initial LIA glacier area on the x-axis, and glacier area change (LIA area minus modern area) on the y-axis. Relative area change is illustrated by colored lines ranging from 100% (darkest red) to 10% change (darkest blue). Big LIA glaciers > 1.5 km$^2$ are named. (b) Same as in (a) but only showing small (<1.5 km$^2$) LIA glaciers.
Figure 6. Glacier area change for the nine big (>1.5 km$^2$) Little Ice Age (LIA) glaciers. Hillshade and elevation contours derived from the National Elevation Dataset are shown beneath LIA glacier (gray) and modern glacier (blue) areas.
Figure 7. Boxplots of terrain parameters for small (\(<1.5 \text{ km}^2\)) LIA glaciers. Data for the subset of LIA glaciers that disappeared (n=98) are shown in red, and for the subset of LIA glaciers that persisted (n=49) are shown in gray. Boxes extend from the 25th to 75th percentile values, whiskers extend from the 5th to 95th percentile values, and the black horizontal line denotes the median value. (a) Glacier area in km\(^2\), (b) glacier median elevation in m, (c) median radiation across the glacier in W m\(^{-2}\), (d) median wind exposure across the glacier in degrees, (e) avalanche interception index, (f) avalanche starting zone in km\(^2\), (g) and median headwall slope in degrees. T-test results are reported for the parameters (i.e. elevation and radiation) that were normally distributed and that showed statistical differences (p<0.05) at the 95% confidence interval between LIA glaciers that disappeared and LIA glaciers that persisted.
Figure 8. Radiation and wind exposure results for the area near Jackson and Harrison Glaciers. Little Ice Age (LIA) glaciers that disappeared are outlined in red, LIA glaciers that persisted are outlined in gray, and modern glaciers are outlined in blue. (a) Wind exposure results show areas exposed to southwest winds as dark (and therefore likely to be wind scoured), and areas sheltered from southwest winds (and therefore likely to be wind loaded) as light. (b) Clear sky radiation results show areas that receive high amounts of radiation as light and low amounts of radiation (shaded) as dark.
Figure 9. Elevation distribution of big (LIA area >1.5 km$^2$) glaciers. LIA glacier hypsometry is plotted in gray, and modern glacier hypsometry is plotted in blue. Percentage area loss is noted, and each glacier is named. Median glacier elevation at the LIA is plotted as a horizontal gray line, and median glacier elevation at the modern is plotted as a horizontal blue line. Median elevation lines are dotted for the three glaciers (Pumpelly, Harrison, and Rainbow) that lost less than 55% area. Median elevations for these nine glaciers are reported in Table 1.
Figure 10. Classification and regression tree (10-fold cross validated), trained on LIA glacier disappearance (True) and persistence (False) for a training subset (n=119) of the small (<1.5 km$^2$) LIA glaciers. The impurity value reflects the Gini cost function used to evaluate splits in the dataset. Impurity = 0.0 indicates a perfect split. Samples indicate the number of glaciers in each node. Values indicates the number of true samples (LIA glaciers that disappeared) and the number of false samples (LIA glaciers that persisted) within each node. Glacier area ("area") and avalanche starting zone ("starting_zone") are reported in km$^2$. Radiation is reported in W m$^{-2}$. 
Figure 11. Estimated median LIA glacier ice thickness versus stability index (described in the text). LIA glaciers that disappeared are plotted in red, and LIA glaciers that persisted are plotted in gray. This plot shows that a uniform melt rate, scaled only by elevation, cannot explain the observed pattern of LIA glacier disappearance.
<table>
<thead>
<tr>
<th>Glacier</th>
<th>LIA [m]</th>
<th>Modern [m]</th>
<th>Δ [m]</th>
<th>LIA [°]</th>
<th>Modern [°]</th>
<th>Δ [°]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agassiz Glacier</td>
<td>2244</td>
<td>2408</td>
<td>+164</td>
<td>102</td>
<td>76</td>
<td>26</td>
</tr>
<tr>
<td>Sperry Glacier</td>
<td>2336</td>
<td>2450</td>
<td>+213</td>
<td>285</td>
<td>327</td>
<td>42</td>
</tr>
<tr>
<td>Jackson Glacier</td>
<td>2187</td>
<td>2285</td>
<td>+98</td>
<td>84</td>
<td>70</td>
<td>14</td>
</tr>
<tr>
<td>Grinnell Glacier</td>
<td>2007</td>
<td>2057</td>
<td>+50</td>
<td>81</td>
<td>45</td>
<td>36</td>
</tr>
<tr>
<td>Blackfoot Glacier</td>
<td>2211</td>
<td>2338</td>
<td>+127</td>
<td>75</td>
<td>32</td>
<td>43</td>
</tr>
<tr>
<td>Kintla Glacier</td>
<td>2429</td>
<td>2505</td>
<td>+76</td>
<td>276</td>
<td>287</td>
<td>11</td>
</tr>
<tr>
<td>Pumpelly Glacier</td>
<td>2465</td>
<td>2537</td>
<td>+72</td>
<td>122</td>
<td>115</td>
<td>7</td>
</tr>
<tr>
<td>Harrison Glacier</td>
<td>2296</td>
<td>2508</td>
<td>+212</td>
<td>135</td>
<td>136</td>
<td>1</td>
</tr>
<tr>
<td>Rainbow Glacier</td>
<td>2463</td>
<td>2493</td>
<td>+30</td>
<td>92</td>
<td>91</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 1.** Elevation and aspect of the big (>1.5 km²) LIA glaciers. Median glacier elevation and median glacier aspect are listed for each LIA and modern glacier. Changes (Δ) in median elevation and median aspect from the LIA to modern are also listed.
<table>
<thead>
<tr>
<th></th>
<th>Predictable Controls</th>
<th>Topographic Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Elevation</td>
<td>Area</td>
</tr>
<tr>
<td>LIA</td>
<td>Median</td>
<td>2162</td>
</tr>
<tr>
<td>Disapp. n=98</td>
<td>Std</td>
<td>172</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>2476</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>1729</td>
</tr>
<tr>
<td>LIA Persisted</td>
<td>Median</td>
<td>2227</td>
</tr>
<tr>
<td></td>
<td>Std</td>
<td>194</td>
</tr>
<tr>
<td>Persisted n=49</td>
<td>Max</td>
<td>2694</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>1721</td>
</tr>
<tr>
<td>p-val</td>
<td></td>
<td>&lt;0.05</td>
</tr>
</tbody>
</table>

**Table 2.** Parameter statistics for small (<1.5 km$^2$) LIA glaciers. T-test results are reported for the parameters (i.e. elevation and radiation) that were normally distributed and that showed statistical differences (p<0.05) at the 95% confidence interval between LIA glaciers that disappeared and LIA glaciers that persisted.
Table 3. Spearman correlation coefficients computed for LIA glacier parameters (n=147). Only statistically significant (p<0.05) correlations are reported. Strong correlations (r>0.60) are in bold.

<table>
<thead>
<tr>
<th></th>
<th>Elevation</th>
<th>Area</th>
<th>Radiation</th>
<th>Wind</th>
<th>Av Int</th>
<th>H Slope</th>
<th>Av Start</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation</td>
<td>1.00</td>
<td>0.17</td>
<td><strong>0.65</strong></td>
<td>-0.18</td>
<td>-0.28</td>
<td>-0.44</td>
<td>-0.24</td>
</tr>
<tr>
<td>LIA Area</td>
<td>1.00</td>
<td>0.47</td>
<td>-0.60</td>
<td>0.23</td>
<td>-0.28</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>Radiation</td>
<td>1.00</td>
<td>-0.53</td>
<td>-0.18</td>
<td><strong>-0.77</strong></td>
<td>0.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wind</td>
<td>1.00</td>
<td>-0.21</td>
<td>0.30</td>
<td>-0.48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Av Int</td>
<td>1.00</td>
<td>0.50</td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H Slope</td>
<td>1.00</td>
<td></td>
<td>-0.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Av Start</td>
<td></td>
<td></td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predicted</td>
<td>Disappeared</td>
<td>Persisted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>-------------</td>
<td>-----------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disappeared</td>
<td>17</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persisted</td>
<td>1</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Confusion matrix for 10-fold cross validated classification tree shown in Figure 10. Bold values indicate correct prediction. The tree was 79% accurate (22 out of 28 predictions correct) when applied to the 28-glacier test sample.
APPENDIX A
RADIOSTRATIGRAPHY TRACED LAYERS

This appendix acts as repository for figures showing east-west running Operation IceBridge (OIB) radargrams by Leuschen (2001) with traced radar layers. Figures for this Appendix and Appendices C and B are presented from north to south, titled by OIB transect number, with #1 being the northernmost flightline depicted in Figure 1 of Chapter 1. OIB names are listed in Table 1. Layer tracing, radar data processing, and plotting were performed according to methods outlined in the main text. IceBridge ice surface (gray) and bedrock (brown) are plotted, as are traced layers (blue). The white line approximately half way through the ice columns is a surface multiple, an artifact from radar data collection. Coordinates for this Appendix and for Appendices B and C are in polar stereographic projection (true latitude 70°, central meridian -45°).

Leuschen, C. (2011). IceBridge MCoRDS L1B Geolocated Radar Echo Strength Profiles, Version 2, Boulder, Colorado USA, NASA Snow and Ice Data Center Distributed Active Archive Center. doi:http://dx.doi.org/10.5067/90S1XZRBAX5N.
<table>
<thead>
<tr>
<th>OIB #</th>
<th>OIB Name</th>
<th>21</th>
<th>Data_20110413_02_014</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>Data_20110416_02_005</td>
<td>22</td>
<td>Data_20110413_02018</td>
</tr>
<tr>
<td>02</td>
<td>Data_20110413_02_004</td>
<td>23</td>
<td>Data_20110413_02_022</td>
</tr>
<tr>
<td>03</td>
<td>Data_20110413_02_008</td>
<td>24</td>
<td>Data_20110413_02_026</td>
</tr>
<tr>
<td>04</td>
<td>Data_20110413_02_012</td>
<td>25</td>
<td>Data_20110416_02_009</td>
</tr>
<tr>
<td>05</td>
<td>Data_20110416_02_007</td>
<td>26</td>
<td>Data_20110413_02_030</td>
</tr>
<tr>
<td>06</td>
<td>Data_20110413_02_016</td>
<td>27</td>
<td>Data_20110413_03_005</td>
</tr>
<tr>
<td>07</td>
<td>Data_20110413_02_020</td>
<td>28</td>
<td>Data_20110413_03_009</td>
</tr>
<tr>
<td>08</td>
<td>Data_20110413_02_024</td>
<td>29</td>
<td>Data_20110416_02_013</td>
</tr>
<tr>
<td>09</td>
<td>Data_20110416_02_011</td>
<td>30</td>
<td>Data_20110413_03_013</td>
</tr>
<tr>
<td>10</td>
<td>Data_20110413_02_028</td>
<td>31</td>
<td>Data_20110413_03_017</td>
</tr>
<tr>
<td>11</td>
<td>Data_20110413_03_003</td>
<td>32</td>
<td>Data_20110413_03_021</td>
</tr>
<tr>
<td>12</td>
<td>Data_20110413_03_007</td>
<td>33</td>
<td>Data_20110416_02_017</td>
</tr>
<tr>
<td>13</td>
<td>Data_20110416_02_015</td>
<td>34</td>
<td>Data_20110408_20_001</td>
</tr>
<tr>
<td>14</td>
<td>Data_20110413_03_011</td>
<td>35</td>
<td>Data_20110408_21_001</td>
</tr>
<tr>
<td>15</td>
<td>Data_20110413_03_015</td>
<td>36</td>
<td>Data_20110408_22_001</td>
</tr>
<tr>
<td>16</td>
<td>Data_20110413_03_019</td>
<td>37</td>
<td>Data_20110416_02_021</td>
</tr>
<tr>
<td>17</td>
<td>Data_20110416_03_019</td>
<td>38</td>
<td>Data_20110408_20_005</td>
</tr>
<tr>
<td>18</td>
<td>Data_20110413_02_002</td>
<td>39</td>
<td>Data_20110408_21_005</td>
</tr>
<tr>
<td>19</td>
<td>Data_20110413_02_006</td>
<td>40</td>
<td>Data_20110408_22_004</td>
</tr>
<tr>
<td>20</td>
<td>Data_20110413_02_010</td>
<td>41</td>
<td>Data_20110416_02_025</td>
</tr>
</tbody>
</table>

**Table 1.** Operation IceBridge (OIB) flightline numbers and names.
APPENDIX B

RADIOSTRATIGRAPHY CONTINUITY INDEX

This appendix presents continuity indices for the east-west running Operation Ice Bridge (OIB) radargrams analyzed in Chapter 1. The continuity index is a quantitative metric that defines radar layer continuity for every trace along a radargram, outlined by Karlsson et al. (2012) as:

$$\psi = \frac{1}{2\Delta rN} \sum_{i=n_i}^{n_{N}} |P_{i+1} - P_{i-1}|$$

where $P_i$ is the radar data power in decibels (dB) at point $i$, and $\Delta r$ is the depth in meters (m), $N$ is a subset of samples taken vertically through the ice column (i.e. radar trace), $n$ is the number of samples (i.e. points) within the trace. The maximum continuity index value calculated for radar data collected along each transect is reported in the title of each figure. The continuity index of every radargram was discontinues with $\psi < 0.22$.
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APPENDIX C

HINDMARSH TEST

This appendix presents results from an additional test for alignment between englacial streamlines and layers. Hindmarsh et al. (2006) found that modelled, accumulation zone isochrones (same age layers depicted in radiostratigraphy) and streamlines are closely related when bed topography wavelength divided by ice thickness is small compared to ice velocity divided by accumulation rate, i.e. layers approximate particle paths where

\[ \left| \frac{u}{\dot{a}} \right| > \frac{\lambda}{H}. \]

Ice velocity (\( u \)) was defined by data from Joughin et al. (2010), surface mass balance (\( |\dot{a}| \)) was defined by data from Ettema et al. (2009), I defined bedrock topography wavelength (\( \lambda \)) by measuring the horizontal distance between peaks in bedrock terrain depicted in radargrams, and ice thickness (\( H \)) was defined by differencing ice surface from bedrock elevations from the radargram (Leuschen, 2011).

For every radargram, on the western portion of the flightline where radar layers were traced, \( \left| \frac{u}{\dot{a}} \right| > \frac{\lambda}{H} \).
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