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In statistics and data science, outliers are data points that differ greatly from other observations in a data set. They are important attributes of the data because they can dramatically influence patterns and relationships manifested by non-outliers. It is therefore very important to detect and adequately deal with outliers. Recently, a novel algorithm, the ROMA algorithm, has been proposed [11]. In this paper, we propose a modification of the ROMA algorithm that reduces its computational complexity from $O(n^2 m)$ to $O((n/(2^m - o(1)))^2 m)$ where $n$ is the number of data points and $m$ is the dimension of the space. And as a consequence, if $\log(n) < 2^m$, then the improved complexity is $O((n/\log(n))^2 m)$. 
1 Introduction

A data point that is significantly different from the remaining data is an outlier. Identifying an observation as an outlier often depends on non-apparent assumptions regarding the data structure and the applied detection method [1]. Hawkins defined an outlier as an observation which deviates so much from the other observations as to arouse suspicions that it was generated by a different mechanism than the rest of the observations [14]. Barnet and Lewis indicate that an outlying observation, or outlier, is one that appears to deviate markedly from other members of the sample in which it occurs [3]. Similarly, Johnson defines an outlier as an observation that appears to be inconsistent with the remainder of data [4].

Outliers can cause a serious loss of information in statistical analyses, but also may contain a useful information about unusual characteristic of the data. Thus, identification of outliers may provide useful insights, and so outlier detection has emerged as an important research area in data mining. In [1], a variety of methods for outlier detection are discussed and loosely categorized as univariate, multivariate, parametric, and non-parametric procedures. Also, it is mentioned that outlier detection methods are often based or involve on distance measures, cluster, and ideas from analysis methods. The distance-based methods are usually based on local distance measures and are appropite for large data sets [5, 6, 7]. Another class of outlier detection methods is founded on clustering techniques, where a cluster of a few observations can be identified as a cluster of outliers [8, 9]. Another related class of methods consists of detection techniques for spatial outliers. These methods search for extreme observations relative to neighboring observations. Such outliers in total, may not otherwise be significantly different from the rest of the data set [8, 10]. It should be noted that other categorizations of outlier detection methods have been introduced recently and a large number of algorithms exist.

Recently, in [11], a new method of outlier detection based on the angles between observations points (viewed as vectors) was introduced. They presented a two-step algorithm to determining structured and unstructured outliers. The main feature of the algorithm is that it does not have any dependencies on the unknown parameters. The algorithm requires only a threshold determined by number of data points and the dimension of the observation vectors its computation. The technique proposed for removing structured outliers is also parameter-free. Once all the outliers have been identified and removed, the remaining observation vectors are used to obtain a low rank representation via a singular value decomposition of the data. In this paper, we will improve on this algorithm with respect to computational complexity.
2 Notations and the Algorithm

Suppose that we are given \( n \) observation vectors belonging to \( m \) dimensional space \( \mathbb{R}^m \). The observation vectors are collected in a set \( X = \{y_1, \ldots, y_n\} \) where \( y_i \in \mathbb{R}^m \) for \( 1 \leq i \leq n \). In this paper, we work with \( \ell_2 \)-normed, namely \( x_i = \frac{y_i}{||y_i||_2} \), where \( ||\cdot||_2 \) denotes the \( \ell_2 \) norm. Let \( X_N = \{x_1, \ldots, x_n\} \) denote the \( \ell_2 \)-normed data set.

Let \( E[Y] \) denote the expectation of a random vector \( Y \), \( \text{var}(Y) \) denote the variance, and \( \sigma_Y \) denote the standard deviation of observation vector \( Y \). Let \( \mathcal{N}(\mu, \sigma^2) \) denote a normal distribution with mean \( \mu \) and variance \( \sigma^2 \) and \( F_{\mathcal{N}(\cdot)} \) denote the standard normal cumulative distribution function:

\[
F_{\mathcal{N}(\cdot)}(y) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{y} e^{-\frac{x^2}{2}} dx.
\]

In addition, \( w.p. \) indicates with probability and \( \lfloor x \rfloor \) denotes the largest integer smaller than or equal to \( x \in \mathbb{R} \). Let \( \Gamma(\cdot) \) denote the gamma function and \( O(.) \) denotes the big \( O \) notation for complexity, and \( \text{abs}(x) \) denote the absolute value of \( x \).

Let \( S^{m-1} \) denote the unit hypersphere in \( \mathbb{R}^m \); i.e. \( S^{m-1} = \{x \in \mathbb{R}^m, ||x||_2 = 1\} \). Note that \( X_N \in S^{m-1} \) for \( X_N \) as defined above.

Let \( I \) denote the index set of inliers and \( O \) denote the index set of outliers, for a given \( X_N \). Then

\[
I = \{i | x_i \in X_N \text{ is an inlier}\}
\]

and

\[
O = \{i | x_i \in X_N \text{ is an outlier}\}.
\]

Hence the set \( X_N \) can be partitioned as \( X_N = X_I \cup X_O \), where \( X_I \) are the set of inlier points and \( X_O \) are the set of outlier points. The parameter \( \gamma \) is the ratio of number of outliers to the total number of data points, and it is unknown. Let \( n_I = |I| = (1 - \gamma)n \) and \( n_O = |O| = \gamma n \) where \(|.|\) denotes the cardinality of a set.

In the following we mention essential definitions and an assumption from [11].

**Definition 2.1.** Let \( \theta_{ij} \) denote the principal angle between two data points \( x_i \) and \( x_j \), i.e.,

\[
\theta_{ij} = \cos^{-1}(x_i^T x_j),
\]
and \( \theta_{ij} \in [0, \pi] \).

**Definition 2.2.** The acute angle between two data points \( x_i \) and \( x_j \) denoted by \( \phi_{ij} \) is

\[
\phi_{ij} = \cos^{-1}(|x_i^T x_j|) = \begin{cases} 
\theta_{ij} & \text{if } \theta_{ij} \leq \frac{\pi}{2} \\
\pi - \theta_{ij} & \text{if } \theta_{ij} > \frac{\pi}{2}
\end{cases},
\]

and \( \phi_{ij} \in [0, \frac{\pi}{2}] \).

**Definition 2.3.** For all \( i \in \{1, \ldots, n\} \), the minimum angle subtended by data point \( x_i \) is

\[
a_i = \min_{j=1,2,\ldots,n; j \neq i} \phi_{ij}.
\]

**Definition 2.4.** The number of acute angles formed by an observation vector \( x_i \) larger angle than the threshold \( \zeta \) is

\[
na_i^\zeta = |\{\phi_{ij} | \phi_{ij} > \zeta, j = 1, 2, \ldots, n\}|.
\]

**Definition 2.5** (Outlier Identification Property, \( OIP(\alpha) \)). An algorithm for outlier removal is said to have Outlier Identification Property \( OIP(\alpha) \), when the outlier index set estimate of the algorithm contains all the true outlier indices i.e. \( \mathcal{O} \subseteq \hat{\mathcal{O}} \), where \( \hat{\mathcal{O}} \) is the estimated index set for outliers, with a probability at least \( 1 - \alpha \).

**Definition 2.6** (Exact recovery Property, \( ERP(\alpha) \)). An algorithm for outlier removal is said to have Exact Recovery Property, \( ERP(\alpha) \) when it recovers all the inlier points or \( \mathcal{I} = \hat{\mathcal{I}} \), where \( \hat{\mathcal{I}} \) is the estimated index set for inliers, with a probability at least \( 1 = \alpha \).

Note that \( ERP(\alpha) \) is a stronger condition than \( OIP(\alpha) \) because if an algorithm has \( ERP(\alpha) \), then it also has \( OIP(\alpha) \). And in this case, \( \mathcal{O} = \hat{\mathcal{O}} \) with a probability at least \( 1 - \alpha \).

**Assumption 1.** The subspace \( \mathcal{U} \) is chosen uniformly at random from the set of all \( r \) dimensional subspaces and the normalized inlier points are sampled uniformly at random from the intersection of \( \mathcal{U} \) and \( S^{m-1} \). The normalized outlier points are sampled uniformly at random from \( S^{m-1} \).

**Assumption 2.** The normalized structured outlier set is a subset of points sampled from points distributed uniformly on \( S^{m-1} \) such that the maximum principal angle in the outlier set is bounded between \( [\theta_{\min}^O, \theta_{\max}^O] \) where \( \theta_{\max}^O < \frac{\pi}{2} \). It can be defined as

\[
X_O = \{x_1, x_2, \ldots, x_{n_O} | x_i \in S^{m-1} \forall i, \theta_{ij} \in [\theta_{\min}^O, \theta_{\max}^O] \forall i, j \in \mathcal{O}, i \neq j \}.
\]

As in [11] is mentioned, for unstructured outliers, the outlier angles are distributed around \( \frac{\pi}{2} \) and lie between \( [0, \pi] \), but here a structure causes the angles to be lie in the interval
[$\theta_{\text{min}}^O, \theta_{\text{max}}^O$] with the mean angle being less than $\frac{\pi}{2}$. The outlier generating mechanism may be anything that can generate such an outlier set. As the outliers become more clustered $\theta_{\text{max}}^O$ reduces and $\theta_{\text{min}}^O \to 0$.

In [12], it is proved that two high dimensional points are almost always orthogonal to each other. And this is what the authors used in [11] motivate in their algorithm and it works on the principle (by Assumption 1) that outlier points subtend larger angles (close to $\frac{\pi}{2}$) inliers, but inlier points, since they lie in a smaller dimensional subspace, subtend smaller angles with other inlier points and hence would have a smaller score $a_i$ as compared to an outlier.

The algorithm in [11] is

**Step 1:** The Removal of Outlier using Minimum Angle (ROMA) algorithm  
**Input:** The set observation vectors $X = \{y_1, \ldots, y_n\}$ where $y_i \in \mathbb{R}^m$ for $1 \leq i \leq n$  
**Procedure:**

1. Construct $m \times n$ matrix $X_N$, with columns $x_i = \frac{m_i}{||m_i||_2}$
2. Calculate $\phi_{ij}$ for $i, j = 1, 2, \ldots, n$
3. Determine the threshold, $\zeta = \frac{\pi}{2} - \frac{C_n}{\sqrt{m-2}}$, where $C_n = F^{-1}_N(1 - \frac{1}{2n^2(n-1)})$.
4. Calculate $a_i$ for $i = 1, 2, \ldots, n$.
5. Calculate the outlier index set as $\hat{O} = \{i | a_i > \zeta\}$, and inlier index set as $\hat{I} = \{i | a_i \leq \zeta\}$.

**Output:** $\hat{I}, \hat{O}$

The second step of the algorithm is based on Assumption 2, and it is

**Step 2:** ROMA with number of angles greater than a threshold $\zeta$  
**Procedure:**

1. Calculate $na_i^\zeta$, $\forall i \in \hat{I}$.
2. Set $i^* = \arg\min_{i,j \in \hat{I}, i \neq j} \phi_{ij}$.
3. Set $o^* = \arg\max_{j \in \hat{I}} \phi_{i^*j}$.
4. Set $\hat{O}_{op}\{i \in \hat{I} | \text{abs}(na_i^\zeta - na_o^\zeta) > \text{abs}(na_i^\zeta - na_o^\zeta)\}$.
5. Set $\hat{I}_{op} = \{ i \in \hat{I} | \text{abs}(na_i^\zeta - na_o^\zeta) \leq \text{abs}(na_i^\zeta - na_o^\zeta) \}$.

Output: $\hat{I}_{op}, \hat{O}_{op}$

The algorithm in [11] focused on removing the set of outliers from the data set or finding $O$ without the knowledge of both the parameters $\gamma$ and $r$.

In [11], the theoretical analysis of the algorithm and its guarantee to capture the outliers are stated under Assumptions 1 and 2. In the following we mention some those results and we refer the reader to [11] for additional results.

Lemma 2.7 ([12]). Let $x_1, x_2, \cdots \in S^{m-1}$ be random points independently chosen with uniform distribution in $S^{m-1}$, and let $\theta_{ij}$ be defined in Definition 2.1. Then, the pdf of $\theta_{ij}$ is given by:

$$h(\theta) = \frac{1}{\sqrt{\pi}} \frac{\Gamma\left(\frac{m}{2}\right)}{\Gamma\left(\frac{m-1}{2}\right)} (\sin(\theta))^{m-2},$$

for $\theta \in [0, \pi]$.

Remark 2.8 ([12]). $h(\theta)$ can be approximated by the pdf of normal distribution with mean $\frac{\pi}{2}$ and variance $\frac{1}{m-2}$ for higher dimensions, say, for $m \geq 5$. In fact $\theta_{ij}$ converges weakly in distribution to $\mathcal{N}\left(\frac{\pi}{2}, \frac{1}{m-2}\right)$ as $m \to \infty$.

Lemma 2.9 ([11]). Let $U \sim \mathcal{N}(\mu, \sigma^2)$ be a random variable $V$ defined by

$$V = \begin{cases} U & \text{for } U \leq \mu, \\ 2\mu - U & \text{for } U > \mu. \end{cases}$$

The expectation and variance of $V$ are given by $E(V) = \mu - \sqrt{\frac{2}{\pi}} \sigma$ and $\text{var}(V) = \sigma^2(1 - \frac{2}{\pi})$. Also $V > \mu - c \sigma$ w.p. $2F_{\mathcal{N}}(c) - 1$.

Corollary 2.10 ([11]). Because of the density of $\theta_{ij}$ and its normal distribution approximation, when $x_i, x_j$ are two points chosen uniformly at random from $S^{m-1}$, we have $E(\phi_{ij}) \approx \frac{\pi}{2} - \sqrt{\frac{2}{\pi(m-2)}}$, $\text{var}(\phi_{ij}) \approx \frac{1-\frac{2}{m-2}}{m-2}$, and $\phi_{ij} > \frac{\pi}{2} - \frac{c}{\sqrt{m-2}}$ with probability $2F_{\mathcal{N}}(c) - 1$.
Theorem 2.11 ([11]). The algorithm that classifies \( x_i \) as an outlier when \( a_i > \zeta \), identifies all the outliers with probability at least \( 1 - \frac{1}{n} \) gives that \( \zeta = \frac{\pi}{2} - \frac{C_n}{\sqrt{m-2}} \), where \( C_n = F_{N-1}^{-1}(1 - \frac{1}{2n^2(n-1)}) \).

The ROMA algorithm is a simple to implement algorithm and the main complexity lies in computing all the angles. This requires computation of \( \frac{n(n-1)}{2} \) angles as the inner product of two \( m \) dimensional vectors and hence the complexity is \( O(n^2m) \). In the next section we reduce the complexity of this algorithm.

3 Reducing the complexity

As it is shown in last section, the primary computational effort of the ROMA algorithm lies in computing the angles. Our idea for improving the complexity is to partition the data set and running the ROMA algorithm in each subset.

We assume that \( n >> 2^m \), and that \( \alpha > 0 \) satisfies \( \frac{1}{\alpha} > 2^{m+1} \). Note that we can consider \( \alpha n \) as a small possible number of observation vectors that we desire to run the ROMA algorithm on them. Our partition is constructed by slicing the \( m \)-dimensional space according to quadrants. The axes of a \( m \)-dimensional Cartesian system divide the \( m \)-dimensional space into \( 2^m \) infinite regions, called quadrants \( Q_i \) where \( 1 \leq i \leq 2^m \), each bounded by \( m \) half-axes. The quadrant of a observational vector can be identified according to the signs of coordinates of the vector, in the following way; we define a sign function \( S : \mathbb{R}^m \rightarrow B = \{ (s_1, \ldots, s_m) | s_i \in \{-1, +1\} \} \) such that \( S(x_i) = (\text{sgn}(x_{i1}), \text{sgn}(x_{i2}), \ldots, \text{sgn}(x_{im})) \) where \( x_i = (x_{i1}, \ldots, x_{im}), 1 \leq i \leq n \), and \( \text{sgn}(y) = -1 \) if \( y < 0 \), and \( +1 \), if \( y \geq 0 \). Since each binary vector in \( \{-1, +1\}^m \) represent a quadrant, the quadrant of observation vectors \( x_i \) are identified by \( S(x_i) \). In the following, we propose the partition algorithm.

**Step 1:** Partition-ROMA algorithm
**Input:** The set observation vectors \( X = \{ y_1, \ldots, y_n \} \) where \( y_i \in \mathbb{R}^m \) for \( 1 \leq i \leq n \)
**Procedure:**
1. Define \( X_N \), with \( x_i = \frac{y_i}{\|y_i\|_2} \).
2. Center observation vectors at origin by computing \( X_c = \{ x_i - \mu | x_i \in X_N \} \) (or \( X_c = \{ x_i - \text{med} | x_i \in X_N \} \)) where \( \mu \) is the \( m \)-dimensional mean vector and \( \text{med} \) is the
m-dimensional median vector.

3. Find $Ind_i = \{j | \text{the quadrant } Q_i \text{ containing } x_j\}$.

4. Find the subsets of $X_N$ due to $Ind_i$, i.e. $X_{N,i} = \{x_j | x_j \in X_N, j \in Ind_i\}$ for $1 \leq i \leq 2^m$ and $1 \leq j \leq n$.

5. Run the ROMA algorithm on each set of observation vectors $X_{N,i}$ and record the outlier as $O_{1,Q_i}$ for $1 \leq i \leq 2^m$, the set of outliers contained in quadrant $Q_i$.

6. Rotate the quadrants by 45 degree and repeat steps 4 and 5.

7. Run again the ROMA algorithm on the data points of new $X_{N,i}$ and record the outliers as $O_{2,Q_i}$ for $1 \leq i \leq 2^m$.

Output: $\bigcup_{i=1}^{2^m}(O_{1,Q_i} \cap O_{2,Q_i})$

In the following we mention to some theoretical results about the algorithm.

For $1 \leq i \leq n$ and $1 \leq j \leq 2^m$, define

$$u_{ij} = \begin{cases} 1 & \text{if } x_i \in Q_j \\ 0 & \text{Otherwise} \end{cases}.$$ 

Suppose $x_i$ is randomly selected from $X_N$ implies that $u_{ij} \sim Bernolli(p)$ where $p = \frac{1}{2^m}$ because there are $2^m$ quadrants.

Now suppose $U_j = \sum_{i=1}^{n} u_{ij}$ counts the number of points in quadrant $Q_j$. Then, $U_j \sim Binom(n,p)$.

**Theorem 3.1 ([13]).** Let $X \sim Binom(n,p)$ be a binomial random variable with parameters $p$ and $n$. For $K \geq np$, the following inequality holds:

$$Pr(X \leq K) > 1 - \frac{e^{-nD(p,k/n)}}{\max\{2,\sqrt{4\pi nD(p,k/n)}\}}$$

where $D(p,c) = c \cdot \ln(c/p) + (1-c) \cdot \ln((1-c)/(1-p))$.

For using the probability bound in Theorem 3.1, note that $e^{-nD(p,c)} = (\frac{e}{p})^{-nc(\frac{1-c}{1-p})}n(1-c)$. 
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Theorem 3.2. For a $\epsilon > 0$ and large enough $n$, the number of centered observation vectors in $X_c$ in each quadrant is at most $\frac{n}{2^m - \epsilon}$.

Proof. We show $Pr(U_j < \frac{n}{2^m - \epsilon}) \approx 1$ for large enough $n$. By Theorem 3.1, we have

$$Pr(U_j < \frac{n}{2^m - \epsilon}) > 1 - \frac{e^{-nD(1/2^m,1/(2^m - \epsilon))}}{\max\{2, \sqrt{4\pi n D(1/2^m,1/(2^m - \epsilon))}\}} = 1 - \frac{(\frac{2^m}{2^m - \epsilon})^{\frac{n}{2^m - \epsilon}} \cdot \frac{(2^m - 1/2^m)^n}{(2^m - 1)^n}}{\max\{2, \sqrt{4\pi n D(1/2^m,1/(2^m - \epsilon))}\}} \approx 1$$

for large enough $n$. Then the desired result holds. \hfill \Box

In the following we state the Chernoff-Hoeffding Theorem.

Theorem 3.3 ([14]). Let $X_1, \ldots, X_n$ be independent binary random variables and let $a_1, \ldots, a_n$ be coefficients in $[0,1]$. Let $X = \sum_i a_i X_i$. Then

1. For any $\mu \geq E[X]$ and any $\delta > 0$, $Pr[X > (1 + \delta)\mu] \leq \left(\frac{e^{\delta}}{(1+\delta)(1+\delta)}\right)^\mu$.

2. For any $\mu \leq E[X]$ and any $\delta > 0$, $Pr[X < (1 - \delta)\mu] \leq e^{-\mu\delta^2/2}$.

By using Theorem 3.3, we have the following result.

Theorem 3.4. For a $\alpha > 0$, $\frac{1}{\alpha} > 2^{m+1}$ and large enough $n$, the number of observation vectors in $X_c$ in each quadrant is at least $\alpha n$.

Proof. We show $Pr(U_j < \alpha n) \approx 0$. By Theorem 3.3 part 2 and taking all $a_i = 1$, we have

$$Pr(U_j < \alpha n) = Pr(U_j < (1 - \delta)\mu) \leq e^{-\mu\delta^2/2}$$

where $\mu = E[U_j] = \frac{n}{2^m}$, and $\delta = 1 - \alpha 2^m$. Note that since $\frac{1}{\alpha} > 2^{m+1}$, $\frac{1}{2} < \delta < 1$. Then

$$e^{-\mu\delta^2/2} < e^{-\frac{n}{2^{m+1}}}.$$ 

For sufficiently large $n$, $Pr(U_j < \alpha n) \approx 0$ and the desired result is obtained. \hfill \Box

Therefore we can find the complexity our algorithm.

Corollary 3.5. Under the assumptions stated above, the computational complexity of Partition-ROMA algorithm is $O((\frac{n}{2^m - \alpha(1)})^2 m)$. 
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Proof. By Theorem 3.2 and Theorem 3.4, \( \alpha_n \leq |X_{N,i}| \leq \frac{n}{2^m-\epsilon} \). Clearly the complexity is \( O((\frac{n}{2^m-\epsilon})^2 m) \). 

**Observation 3.6.** Corollary 3.5 implies that if \( \log(n) < 2^m \), then the computational complexity of Partition-ROMA algorithm is \( O((\frac{n}{\log(n)})^2 m) \).

In the Partition-ROMA algorithm, the rotation of quadrants are discussed. The rotation can be done by using the unit standard bases of \( \mathbb{R}^m \) and the usual rotation techniques. To elucidate, suppose that the axes are represented with the unit standard basis of the space, i.e. \( B = \{e_1, e_2, \ldots, e_m\} \) where that \( i^{th} \) entry of \( e_i \) is 1 and the other entries are 0.

So we rotate the \( e_i \)'s by 45 degree by the rotation matrix \( R \), we use either

1. If \( m \) is even:

\[
R = \begin{bmatrix}
\cos(45) & \sin(45) & 0 & 0 & \ldots & 0 & 0 \\
-\sin(45) & \cos(45) & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \cos(45) & \sin(45) & 0 & \ldots & 0 \\
0 & 0 & -\sin(45) & \cos(45) & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & \cos(45) & \sin(45) \\
0 & 0 & 0 & 0 & \ldots & -\sin(45) & \cos(45)
\end{bmatrix}
\]

2. If \( m \) is odd:

\[
R = \begin{bmatrix}
\cos^2(45) & \sin(45) & 0 & 0 & \ldots & 0 & 0 & \cos(45) \sin(45) \\
-\cos(45) \sin(45) & \cos(45) & 0 & 0 & \ldots & 0 & 0 & -\sin^2(45) \\
0 & 0 & \cos(45) & \sin(45) & 0 & \ldots & 0 & 0 \\
0 & 0 & -\sin(45) & \cos(45) & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 0 & \cos(45) & \sin(45) \\
0 & 0 & 0 & 0 & \ldots & 0 & -\sin(45) & \cos(45) \\
-\sin(45) & 0 & 0 & 0 & \ldots & 0 & 0 & \cos(45)
\end{bmatrix}
\]

We show that the Partition-ROMA algorithm can detect the inlier data points with probability \( 1 - \beta \). Then this gives us the guarantee for detecting the outliers by the Partition-ROMA algorithm.
Lemma 3.7 ([11]). Under Assumption 1, \( \Pr(\hat{I} = I) \geq 1 - n_I \Pr(a_{i,i} > \zeta) \). Hence ROMA has the property of ERP\( (n_I \Pr(a_{i,i} > \zeta)) \).

Theorem 3.8. For uniformly distributed data, \( \Pr(\hat{I} = I) \geq 1 - \beta \), where 
\[
\beta = \sum_{j=1}^{2^m} n_I \Pr(a_{i,j} > \zeta) .
\]
Hence, partition-ROMA has the property of ERP(\( \beta \)).

Proof. Suppose \( n \) is the number of data points and \( m \) is the dimension of the space. We have
\[
\Pr(\hat{I} = I) = \Pr(\bigcup_{j=1}^{2^m} (\hat{I}_j = I_j)) = \sum_{j=1}^{2^m} \Pr(\hat{I}_j = I_j) .
\]
Suppose \( s_i \) are the number of data points in the \( i \)th quadrant. Then by Lemma 3.7, we have
\[
\sum_{j=1}^{2^m} \Pr(\hat{I}_j = I_j) \geq \sum_{j=1}^{2^m} \left( \frac{s_i}{n} - n_I \Pr(a_{i,i} > \zeta) \right) = 1 - \sum_{j=1}^{2^m} n_I \Pr(a_{i,i} > \zeta) .
\]
Then the desired result holds by taking \( \beta = \sum_{j=1}^{2^m} n_I \Pr(a_{i,i} > \zeta) . \)

4 Numerical example

We generate the data randomly with multivariate normal distribution and test outlier detection of the ROMA and our Partition-ROMA algorithm.

We considered \( m = 6 \) and \( n = 1000 \), and generated 950 many 6-dimensional observation vectors from the \( \mathcal{N}(\mu = 20, \sigma^2 = (0.1)^2) \) (by \textit{np.random.normal}(location = 20, scale = 0.1, size = 6)), and 50 many 6-dimensional observation vectors from the \( \mathcal{N}(\mu = 0, \sigma^2 = (5)^2) \) (by \textit{np.random.normal}(0, 5, 6)) in Python. In addition, the 50 observation vectors that created from the \( \mathcal{N}(\mu = 0, \sigma^2 = (5)^2) \) were considered as outliers. We simulated 10 times and the results are tabled below:

<table>
<thead>
<tr>
<th>Algorithms</th>
<th># Out.</th>
<th># Out.</th>
<th># Out.</th>
<th># Out.</th>
<th># Out.</th>
<th># Out.</th>
<th># Out.</th>
<th># Out.</th>
<th># Out.</th>
<th># Out.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROMA</td>
<td>12</td>
<td>6</td>
<td>3</td>
<td>10</td>
<td>11</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Partition-ROMA</td>
<td>9</td>
<td>5</td>
<td>26</td>
<td>22</td>
<td>33</td>
<td>27</td>
<td>12</td>
<td>28</td>
<td>11</td>
<td>26</td>
</tr>
</tbody>
</table>

Note that all estimated outliers by both algorithms in simulations are in the outlier set of 50 observation vectors from \textit{np.random.normal}(0, 5, 6).
5 Conclusion

The proposed algorithm, Partition-ROMA algorithm, can improve the complexity of ROMA-algorithm from $O(n^2m)$ to $O((n/(2^m - o(1)))^2m)$ where $n$ is the number of data points and $m$ is the dimension of the space. And, as a consequence, if $\log(n) < 2^m$, then the improved complexity is $O((n/\log(n))^2m)$. Since Partition-ROMA algorithm is based on ROMA-algorithm, its performance is depends of the performance of ROMA-algorithm which was analyzed both theoretically and numerically in [11].
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