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ABSTRACT.—Survival rate from fledging to breeding, or juvenile survival, is an important source of variation in lifetime reproductive success in birds. Therefore, determining the relationship between juvenile survival and environmental factors is essential to understanding fitness consequences of reproduction in many populations. With increases in density of individuals and depletion of food resources, quality of most habitats deteriorates during the breeding season. Individuals respond by dispersing in search of food resources. Therefore, to understand the influence of environmental factors on juvenile survival, it is also necessary to know how natal dispersal influences survival of juveniles. We examined effects of various environmental factors and natal dispersal behavior on juvenile survival of endangered Snail Kites (Rostrhamus sociabilis) in central and southern Florida, using a generalized estimating equations (GEEs) approach and model selection criteria. Our results suggested yearly effects and an influence of age and monthly minimum hydrologic levels on juvenile Snail Kite survival. Yearly variation in juvenile survival has been reported by other studies, and other reproductive components of Snail Kites also exhibit such variation. Age differences in juvenile survival have also been seen in other species during the juvenile period. Our results demonstrate a positive relationship between water levels and juvenile survival. We suggest that this is not a direct linear relationship, such that higher water means higher juvenile survival. The juvenile period is concurrent with onset of the wet season in the ecosystem we studied, and rainfall increases as juveniles age. For management purposes, we believe that inferences suggesting increasing water levels during the fledging period will increase juvenile survival may have short-term benefits but lead to long-term declines in prey abundance and possibly wetland vegetation structure. Received 13 February 2003, accepted 29 March 2004.
knowledge of a species’ population biology is crucial for understanding factors influencing its viability (Ricklefs 1973, Stearns 1992). Survival of individuals between the fledging and adult stages (hereafter “juvenile survival”) has rarely been considered, because of difficulty in assessing factors that influence juvenile survival of birds (Miller et al. 1997, Ganey et al. 1998). Because of their lack of experience, juveniles may be more sensitive than adults to both external (e.g. habitat quality) and internal (e.g. behavioral and physiological) factors that influence survival (e.g. Cooch et al. 1991, Sedinger et al. 1995, Hakkarainen et al. 1997, Miller et al. 1997, Ganey et al. 1998).

Here, we consider factors that influence juvenile survival of the endangered Snail Kite (Rostrhamus sociabilis) in Florida. A wetland-dependent species, Snail Kites exhibit nomadic tendencies (Bennetts and Kitchens 1997a, b; 2000) that likely result from living in an unpredictable environment (Beissinger 1986). Philopatry to a breeding site or natal area is relatively low, as compared with most birds species (Bennetts and Kitchens 1997a), especially birds of prey. Movement activity is high, with 25% of adults and 20% of juveniles (<1 year old) moving at least once within a given month to a different wetland unit (Bennetts and Kitchens 2000). Water level—in particular, low water level—has been suggested as one reason why Snail Kites move (Takekawa and Beissinger 1989, Sykes et al. 1995, Beissinger 1988). However, Bennetts and Kitchens (2000) found no direct relationship between water level and movement. Survival of adults is high and relatively constant over years and regions, with juvenile survival exhibiting variation among years and regions (Bennetts et al. 1999). Bennetts and Kitchens (1999) found that the highest risk of mortality for juvenile Snail Kites was the postfledging stage, the period from fledging to independence.

Habitat quality is frequently mentioned as a factor influencing juvenile survival (e.g. Hakkarainen et al. 1997, Miller et al. 1997, Ganey et al. 1988), and water level has been suggested as an important element of habitat quality for Snail Kites (Kitchens et al. 2001); Beissinger (1995) included it as a driving variable in a model of Snail Kite population viability. Beyond the possible influence on movement activity mentioned above, water level may influence survival of Snail Kites, with low water level or “drought” decreasing survival (Beissinger 1986, Takekawa and Beissinger 1989, Snyder et al. 1989). Although Bennetts et al. (1999) found variation in juvenile survival over time and space, they did not explicitly test water level as an environmental variable possibly driving those spatial and temporal effects.

Dispersal behavior is another factor that may affect juvenile survival. Dispersal of individuals from unfavorable sites is a demographic process that may affect population viability. From a demographic perspective, there has been considerable focus on survival and reproduction in bird populations. However, studies of dispersal (i.e. immigration and emigration) and its corresponding effect on population change have generally been lacking (North 1988, Clobert et al. 2001). Although site philopatry and local familiarity can enhance animals’ ability to locate available food resources, avoid predators, and resist competitive intrusion (Alerstam and Enckell 1979, Pärt 1995), dispersal can be advantageous, and even necessary, as environments become less stable and predictable (Wiens 1976). Despite the potential advantage of dispersal in escaping local conditions, there may be substantial costs associated with dispersal into unfamiliar or inhospitable habitat (e.g. Fahrig and Paloeheimo 1988, Opdam 1991). However, such costs have seldom been empirically demonstrated, and some recent studies (e.g. Gillis and Krebs 2000) have failed to find significant costs of dispersal.

Natal dispersal is defined as movement of an individual from its birth place to its place of reproduction (Greenwood 1980, Johnson and Gaines 1990). Here, we explicitly consider cost of natal dispersal as a potential effect on survival of juvenile Snail Kites. Studies of
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old (Beissinger and Snyder 1987, Beissinger 1988).
juvenile per nest with a transmitter. Transmitters were
determine survival and location. Fates of individuals
move in a 6- to 8-h period. We located radiotagged
transmitters to approximate statewide distribution of
the species. Transmitters contained mortality sensors
attached to juveniles with backpack harnesses weigh-
ing 15 g. Body mass of Snail Kites averaged 394 g for
males and 446 g for females (Sykes et al. 1995); trans-
mitters averaged 3.8% and 3.4% of the body mass of
males and females, respectively. We chose numbers
of juveniles from each wetland unit to be fitted with
transmitters to approximate statewide distribution of
the species. Transmitters contained mortality sensors
that changed pulse rates if the transmitter did not move
in a 6- to 8-h period. We located radiotagged
birds once a month by aircraft or ground search to
determine survival and location. Fates of individuals
with a transmitter emitting a mortality signal were
verified on the ground.

The postfledging dependency period of Snail
Kites lasts ~42 days (Snyder et al. 1989), with adults
continuing to feed young until they are 63–77 days
old (Beissinger and Snyder 1987, Beissinger 1988).
Percentage of juveniles dispersing from the natal
wetland unit within their first 90 days is relatively
high (60%; Bennetts and Kitchens 2000). Bennetts
and Kitchens (1999) showed that survival rate of juveniles
was similar to adult survival 120 days after fledging
(-150 days old). In the present study, we considered
the time period from fledging (~30 days old) to 120
days postfledging as the juvenile period. Because
juveniles were located once a month, four locations
were obtained on each individual.

Explanatory variables. — We considered effects of na-
tal departure, year, month, region, age, and water lev-
els on juvenile survival. Natal departure was treated
as a two-level categorical variable; an individual was
categorized as “departed” if it left its natal wetland
unit at any time during its first 120 days postfledg-
ing, Bennetts et al. (1999) showed that annual juvenile
survival, in contrast to that of adults, differed from
to year. We included the same yearly effects in
our analysis. We also included month as a variable
to test whether a more specific temporal scale better
explained temporal variability in juvenile survival.
“Month” was simply the month of the calendar year
in which the juvenile was located, starting with the
month the transmitter was placed on the individual.
We also included the same regional effects (i.e.
Everglades, Lake Okeechobee, Loxahatchee Slough,
Kissimmee Chain-of-Lakes, Upper St. Johns River)
found by Bennetts et al. (1999). We were unable to ex-
amine the influence of smaller spatial effects, such as
specific wetland units (e.g. Water Conservation Areas
2A, 2B, 3A; Lake Kissimmee; Big Cypress National
Preserve), because 9 of 15 wetland units used in the
analysis had sample sizes <20 and thus do not support
such an analysis. Exact ages of individuals were not
known because of unknown hatch dates, asynchrony
in hatching, and individual heterogeneity in growth
rates. We simply categorized age starting with place-
ment of the transmitter as day 30, then followed a
monthly interval of 30 days in locating individuals.
Thus, age is categorized for an individual as 30, 60,
90, and 120 days.

We focused on monthly minimum water level at
each of 15 sites over the period of the study. Minimum
water level (hereafter “water level”) for a given year
typically occurs about the time that young fledge from
the nest, in May or June (Fig. 1). Because water depth
can be highly spatially variable within a wetland unit
and reliable ground-elevation data to estimate site-spe-
cific depth within a wetland unit are lacking, we used
variation in mean elevation of monthly water surface
in each wetland unit relative to mean sea level as our
measure of water level (Bennetts and Kitchens 1997a,
2000; Dreitz et al. 2001). Specific gauges used for
each wetland unit are reported in Bennetts and Kitchens
(1997a). That procedure for quantifying water levels in
Florida wetland units has been used in previous studies
(Bennetts and Kitchens 1997a, 2000; Dreitz et al. 2001)
and is comparable to qualitative assessments of water
levels by Snyder et al. (1989) and Beissinger (1995).
Because water levels during the period of interest are considered non-drought levels—that is, relatively normal to high (Bennetts and Kitchens 1997a, 2000; Dreitz et al. 2001)—we did not include a categorical measure of water level in our analysis.

**Model and model selection.**—We used a generalized estimating equation (GEE) approach (Liang and Zeger 1986) to examine influence of natal dispersal and habitat quality on juvenile survival of Snail Kites. Generalized estimating equations are an extension of generalized linear models that account for the covariance structure of predictor variables. We had no a priori knowledge of how explanatory variables or interactions between them would influence juvenile survival. Consequently, we built all possible additive models in which the variables were not confounded with one another (e.g. month is confounded with year). In our data set, variables such as year, month, and region are correlated with water levels. Not accounting for correlations in the data will produce incorrect standard errors. For example, with positive correlations, standard errors are underestimated for between-level effects and overestimated for within-level effects, resulting in inefficient estimation (Stokes et al. 2000). The generalized estimating equation for juvenile survival $S(P)$ is

$$S(P) = E_{\mu} V_{ij}^{-1}[Y_i - \mu_i(P)]$$

where $\mu_i$ is the corresponding vector of means $\mu_i = (\mu_{ij}, \ldots, \mu_{ik})^T$, $Y_i = (y_{ij}, y_{ik}, \ldots, y_{ik})$, and $V_i$ is an estimator of the working covariance matrix of $Y_i$. These equations are similar to the generalized linear model estimating equations, except that, because there are multiple outcomes, they include a vector of means instead of a single mean, and a covariance matrix instead of a scalar variance. The covariance matrix of $Y_i$ is specified as the estimator

$$V_i = \phi A_i^{1/2} R_i(\alpha) A_i^{1/2}$$

where $A_i$ is a $t_i \times t_i$ diagonal matrix with $v(\mu_i)$ as the $j$th diagonal element, and $R_i(\alpha)$ is the working correlation matrix. We used an identity link function and delineated our working correlation matrix to be compound-symmetric, meaning that our analysis was equivalent to random-effects models that take into account natural variation among parameters and treat them as arising from an underlying distribution rather than a fixed parameter (Horton and Lipsitz 1999). Random-effects models also include an additional parameter in the model that accounts for residual variation or variation not described in other parameters. That results in one more parameter in a random-effects model than in the comparable fixed-effects model. Table 1 demonstrates the data format we used. As with most analyses, this is dependent on the analytical modular and statistical package. We used PROC GENMOD in SAS (version 9, SAS Institute, Cary, North Carolina) to conduct the GEE.

Kullback-Leibler information (Kullback and Leibler 1951) was the basis for our model selection and inference. Akaike developed a way to estimate the relative Kullback-Leibler information, based on the maximized value of a likelihood function termed Akaike’s Information Criterion (AIC) (Akaike 1973, Shibata 1989, Burnham and Anderson 2002). Modifications to AIC have been developed for non-likelihood-based methods, such as GEEs (Pan 2001a, b). The quasi-likelihood criterion (QIC) model-selection approach replaces the likelihood in AIC with the quasi-likelihood, and a proper adjustment is made for the penalty term (Pan 2001a). The equation for QIC is

$$QIC = -2Q(\hat{\theta}, I) + 2trace(V^{-1}D^{-1})$$

where $V_i$ is the cov($\hat{\theta}$) that is consistently estimated by the robust or sandwich estimator (Liang and Zeger 1986) and $\Omega_i$ is consistently estimated by its empirical estimator

$$\hat{\Omega}_i = -\partial Q(\hat{\theta}, I)/\partial \theta [\hat{\theta} - \hat{\theta}]$$

Note that $V_i$ and $\hat{\Omega}_i$ are directly available from the model-fitting results in statistical packages such as SAS and S-PLUS. QIC model selection is still an estimate of the relative Kullback-Leibler information that balances the trade-offs between bias and precision of an estimator (Pan 2001b) and has numerous advantages over traditional methods of model selection used in regression analysis (McQuarrie and Tsai 1998). We used two measures to provide further insight into the amount of uncertainty in model selection. The first measure is the difference in QIC between the best approximating model and all other models (Lebreton et al. 1992, Burnham and Anderson 2002), termed $\Delta$QIC. The second measure calibrates models to provide relative plausibility by normalizing each model on the basis of its $\Delta$QIC value, termed “model weight” (Anderson and Burnham 1999, Burnham and Anderson 2002). Model weight is calculated as

```r
model_weights <- exp(-\DeltaQIC) / sum(exp(-\DeltaQIC))
```
Table 1. Example data to show the format we used to conduct a generalized estimating equation to understand effects of natal dispersal and water levels on juvenile survival on Snail Kites. Data were analyzed using PROC GENMOD in SAS (version 9).

<table>
<thead>
<tr>
<th>Year</th>
<th>Bird frequency</th>
<th>Survived</th>
<th>Dispersed</th>
<th>Month</th>
<th>Age (days)</th>
<th>Region</th>
<th>Water levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>1992</td>
<td>152.032</td>
<td>Yes</td>
<td>No</td>
<td>April</td>
<td>30</td>
<td>Okee</td>
<td>0.7619</td>
</tr>
<tr>
<td>1992</td>
<td>152.032</td>
<td>Yes</td>
<td>No</td>
<td>May</td>
<td>60</td>
<td>Okee</td>
<td>0.8415</td>
</tr>
<tr>
<td>1992</td>
<td>152.032</td>
<td>Yes</td>
<td>No</td>
<td>June</td>
<td>90</td>
<td>Okee</td>
<td>0.7303</td>
</tr>
<tr>
<td>1992</td>
<td>152.032</td>
<td>Yes</td>
<td>No</td>
<td>July</td>
<td>120</td>
<td>Okee</td>
<td>1.220</td>
</tr>
<tr>
<td>1992</td>
<td>153.750</td>
<td>Yes</td>
<td>No</td>
<td>June</td>
<td>30</td>
<td>Kiss</td>
<td>0.2768</td>
</tr>
<tr>
<td>1992</td>
<td>153.750</td>
<td>Yes</td>
<td>No</td>
<td>July</td>
<td>60</td>
<td>Kiss</td>
<td>-0.0833</td>
</tr>
<tr>
<td>1993</td>
<td>153.750</td>
<td>Yes</td>
<td>Yes</td>
<td>August</td>
<td>90</td>
<td>Okee</td>
<td>-0.2484</td>
</tr>
<tr>
<td>1993</td>
<td>153.750</td>
<td>Yes</td>
<td>Yes</td>
<td>September</td>
<td>120</td>
<td>Kiss</td>
<td>-0.5294</td>
</tr>
<tr>
<td>1992</td>
<td>152.73</td>
<td>Yes</td>
<td>No</td>
<td>May</td>
<td>30</td>
<td>Ever</td>
<td>-0.9388</td>
</tr>
<tr>
<td>1992</td>
<td>152.73</td>
<td>No</td>
<td>No</td>
<td>June</td>
<td>60</td>
<td>Ever</td>
<td>-0.8447</td>
</tr>
<tr>
<td>1994</td>
<td>152.229</td>
<td>Yes</td>
<td>No</td>
<td>June</td>
<td>30</td>
<td>Ever</td>
<td>0.9149</td>
</tr>
<tr>
<td>1994</td>
<td>152.229</td>
<td>Yes</td>
<td>Yes</td>
<td>July</td>
<td>60</td>
<td>Ever</td>
<td>0.2143</td>
</tr>
<tr>
<td>1994</td>
<td>152.229</td>
<td>Yes</td>
<td>No</td>
<td>August</td>
<td>90</td>
<td>Ever</td>
<td>0.29630</td>
</tr>
<tr>
<td>1992</td>
<td>152.263</td>
<td>Yes</td>
<td>No</td>
<td>May</td>
<td>30</td>
<td>Kiss</td>
<td>0.4970</td>
</tr>
<tr>
<td>1992</td>
<td>152.263</td>
<td>Yes</td>
<td>Yes</td>
<td>June</td>
<td>60</td>
<td>Kiss</td>
<td>0.17860</td>
</tr>
<tr>
<td>1992</td>
<td>152.263</td>
<td>Yes</td>
<td>Yes</td>
<td>July</td>
<td>90</td>
<td>Kiss</td>
<td>0.2349</td>
</tr>
<tr>
<td>1992</td>
<td>152.263</td>
<td>Yes</td>
<td>Yes</td>
<td>August</td>
<td>120</td>
<td>Ever</td>
<td>0.3456</td>
</tr>
</tbody>
</table>

*Regions: Ever = Everglades, Okee = Lake Okeechobee, and Kiss = Kissimmee Chain-of-Lakes (see Bennetts et al. 1999 for more detail).

\[
\text{\( w_i = \frac{\exp\left(-\frac{\Delta_i}{2}\right)}{\sum_j \exp\left(-\frac{\Delta_j}{2}\right)} \)}
\]

where \(i\) is a given model.

Following the criteria for likelihood-based approaches (Anderson and Burnham 1999), all additive models with \(\Delta QIC \leq 2\) were considered as good candidate models for explaining patterns in the data. We followed our additive model analysis by an exploratory analysis, wherein we constructed new models containing all possible interactions between effects in a good suite of candidate models. We used the same model-selection criteria as stated above to determine the best approximating model for the second analysis.

**Results**

A total of 117 transmitters were placed on juvenile Snail Kites from 1992 to 1994: 37 individuals in 1992, 40 in 1993, and 40 in 1994. For 31% of those juveniles, survival and natal dispersal status could not be determined for the entire 120-day postfledging period in each year because of radio loss. We treated the survival and dispersal status in those cases as missing values for an individual. Of the juveniles that departed \((n = 39)\), 77% did so by 60 days postfledging and 80% survived to 120 days postfledging.

Natal departure was lowest in 1992 (14%) and relatively higher in 1993 (40%) and 1994 (45%). Wetland units in the Everglades region had the most (60%) juveniles that departed, with 95% of those juveniles departing to another wetland unit within the Everglades region. Similarly, of the 39 juveniles that departed, 35% departed to a wetland unit not in their natal region. When they moved \((n = 31)\) to other wetland units, they chose places where water level was higher (Fig. 2).

Three of the additive-effects models had a \(\Delta QIC \leq 2\) (Table 2). Model weights for the top model (Year+Age+Water) suggested that it was twice as likely as the next-best model (Year+Water). Using the top three models, we developed the additional models listed in Table 3. The results indicate that including an interaction term or terms in each of the additive models did not increase the model’s ability to approximate the data. Five models had a \(\Delta QIC \leq 2\), and each of those models contained the effects of year and water levels on juvenile survival (Table 3). Our top model suggested that juvenile survival differed between years and by age, and was influenced by water levels. Coefficients for the effects in that model (Year+Age+Water; Table 3) showed that year had a negative effect on juvenile survival \((-0.037 \pm 0.017 \text{ SE})\). Although the effect of age was negative, magnitude of the estimated coefficient was small \((-0.001 \pm 0.001 \text{ SE})\). Water
levels had a positive effect (0.0523 ± 0.0252 SE). Natal departure was another effect contained in our top models with ΔQIC ≥ 2; however, that effect only influenced juvenile survival with the inclusion of year, age, and water-level effects. Using model averaging (Burnham and Anderson 2002), our estimate of survival from fledging to 120 days postfledging for all years was 0.713 ± 0.044 SE; yearly estimates were 0.727 ± 0.041 SE, 0.719 ± 0.042 SE, and 0.712 ± 0.042 SE for 1992, 1993, and 1994, respectively.

**DISCUSSION**

Our juvenile-survival estimate of 71.3% at 120 days postfledging is similar to results of another study (Bennetts and Kitchens 2000). Our results are also consistent with previous studies indicating that year (Bennetts et al. 1999), age (Bennetts and Kitchens 1999), and water level (Beissinger 1986, Beissinger and Snyder 1987, Beissinger 1995) influence juvenile survival in Snail Kites. The most parsimonious model selected by the information criterion included separate estimates for each year of the study, age of the juvenile, and water levels. However, on the basis of ΔQIC values and model weights, the selected best-approximating model is not convincingly best, which suggests that model-selection uncertainty is relatively high for our models (Burnham and Anderson 2002). However, we believe that both year and water level explain some of the variation in juvenile survival, considering that those effects were in each of our best-approximating models. Influence of year on juvenile survival, also noted by Bennetts and Kitchens (1999) and Bennetts et al. (1999), was further supported by the present study. In our top model, the coefficient for year was relatively small and precise (−0.037 ± 0.017 SE), resulting in a relatively small

**TABLE 2.** Generalized estimating equation models where ΔQIC < 7. ΔQIC indicates the difference between a model and the model with the lowest QIC value, and the model weight is the normalized value of the model based on its ΔQIC value.

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of parameters</th>
<th>QIC</th>
<th>ΔQIC</th>
<th>Model weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year+age+water</td>
<td>5</td>
<td>−34.7989</td>
<td>0.0000</td>
<td>0.3014</td>
</tr>
<tr>
<td>Year+water</td>
<td>4</td>
<td>−33.0518</td>
<td>1.7472</td>
<td>0.1258</td>
</tr>
<tr>
<td>Natal dispersal+year+age+water</td>
<td>6</td>
<td>−32.7920</td>
<td>2.0069</td>
<td>0.1105</td>
</tr>
<tr>
<td>Natal dispersal+year+water</td>
<td>5</td>
<td>−31.5369</td>
<td>3.2620</td>
<td>0.0590</td>
</tr>
<tr>
<td>Year+age</td>
<td>4</td>
<td>−31.5142</td>
<td>3.2848</td>
<td>0.0583</td>
</tr>
<tr>
<td>Age+water</td>
<td>4</td>
<td>−31.2498</td>
<td>3.5492</td>
<td>0.0511</td>
</tr>
<tr>
<td>Age</td>
<td>3</td>
<td>−30.3802</td>
<td>4.4187</td>
<td>0.0331</td>
</tr>
<tr>
<td>Year+age+region+water</td>
<td>8</td>
<td>−29.8472</td>
<td>4.9517</td>
<td>0.0253</td>
</tr>
<tr>
<td>Natal dispersal+year+age</td>
<td>5</td>
<td>−29.5433</td>
<td>5.2556</td>
<td>0.0218</td>
</tr>
<tr>
<td>Water</td>
<td>3</td>
<td>−29.4890</td>
<td>5.3099</td>
<td>0.0212</td>
</tr>
<tr>
<td>Year</td>
<td>3</td>
<td>−29.4564</td>
<td>5.3425</td>
<td>0.0208</td>
</tr>
<tr>
<td>Natal dispersal+age+water</td>
<td>5</td>
<td>−29.3059</td>
<td>5.4930</td>
<td>0.0193</td>
</tr>
<tr>
<td>Natal dispersal+age</td>
<td>4</td>
<td>−28.5410</td>
<td>6.2580</td>
<td>0.0132</td>
</tr>
<tr>
<td>Natal dispersal+water</td>
<td>4</td>
<td>−28.5308</td>
<td>6.2682</td>
<td>0.0131</td>
</tr>
<tr>
<td>Natal dispersal+year</td>
<td>4</td>
<td>−28.4706</td>
<td>6.3284</td>
<td>0.0127</td>
</tr>
<tr>
<td>No effect</td>
<td>2</td>
<td>−28.3812</td>
<td>6.4177</td>
<td>0.0122</td>
</tr>
<tr>
<td>Year+region+water</td>
<td>7</td>
<td>−28.1525</td>
<td>6.6464</td>
<td>0.0109</td>
</tr>
<tr>
<td>Age+region+water</td>
<td>7</td>
<td>−28.0753</td>
<td>6.7236</td>
<td>0.0105</td>
</tr>
<tr>
<td>Natal dispersal+year+age+region+water</td>
<td>9</td>
<td>−27.8834</td>
<td>6.9155</td>
<td>0.0095</td>
</tr>
</tbody>
</table>
TABLE 3. Generalized estimating equation models containing interaction terms derived from the top three additive models in Table 2. Models are listed in ascending order by QIC value and ΔQIC.

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of parameters</th>
<th>QIC</th>
<th>ΔQIC</th>
<th>Model weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year+age+water</td>
<td>5</td>
<td>-34.7989</td>
<td>0.0000</td>
<td>0.2587</td>
</tr>
<tr>
<td>Year+age+water</td>
<td>6</td>
<td>-34.1964</td>
<td>1.6025</td>
<td>0.1161</td>
</tr>
<tr>
<td>Year+water</td>
<td>4</td>
<td>-33.0518</td>
<td>1.7472</td>
<td>0.1080</td>
</tr>
<tr>
<td>Year+age+water</td>
<td>6</td>
<td>-32.9960</td>
<td>1.8029</td>
<td>0.1050</td>
</tr>
<tr>
<td>Natal dispersal+age+water</td>
<td>7</td>
<td>-32.7920</td>
<td>2.0069</td>
<td>0.0948</td>
</tr>
<tr>
<td>Natal dispersal+age+water</td>
<td>7</td>
<td>-32.1491</td>
<td>2.6498</td>
<td>0.0688</td>
</tr>
<tr>
<td>Natal dispersal+age+water</td>
<td>7</td>
<td>-31.3507</td>
<td>3.4482</td>
<td>0.0461</td>
</tr>
<tr>
<td>Natal dispersal+age+water</td>
<td>7</td>
<td>-31.1799</td>
<td>3.6190</td>
<td>0.0424</td>
</tr>
<tr>
<td>Natal dispersal+age+water</td>
<td>6</td>
<td>-31.1565</td>
<td>3.6424</td>
<td>0.0419</td>
</tr>
<tr>
<td>Natal dispersal+age+water</td>
<td>7</td>
<td>-31.0113</td>
<td>3.7976</td>
<td>0.0387</td>
</tr>
<tr>
<td>Natal dispersal+age+water</td>
<td>10</td>
<td>-30.7739</td>
<td>4.0250</td>
<td>0.0346</td>
</tr>
<tr>
<td>Natal dispersal+age+water</td>
<td>8</td>
<td>-30.2983</td>
<td>4.5007</td>
<td>0.0273</td>
</tr>
<tr>
<td>Natal dispersal+age+water</td>
<td>7</td>
<td>-38.1174</td>
<td>6.6815</td>
<td>0.0092</td>
</tr>
<tr>
<td>Year+age+water</td>
<td>9</td>
<td>-27.3344</td>
<td>7.4645</td>
<td>0.0062</td>
</tr>
<tr>
<td>Natal dispersal+age+water</td>
<td>10</td>
<td>-25.3114</td>
<td>9.4875</td>
<td>0.0023</td>
</tr>
<tr>
<td>Natal dispersal+age+water</td>
<td>17</td>
<td>-19.1654</td>
<td>15.6336</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

variation in yearly estimates of juvenile survival. Although the differences in our yearly estimates may have little biological significance, our analysis demonstrated that there is yearly variation in juvenile survival, which has been observed in numerous avian species. The reason for that yearly variation is unknown. Bennetts et al. (1999) suggested that yearly variation in annual estimates of juvenile survival is likely the result of lack of experience. Local habit quality for Snail Kites is quite variable within a given year in central and southern Florida (Beissinger 1986, Bennetts and Kitchens 1997a). Although adult kites are well adapted to variability in habitat quality, juveniles lack the knowledge of foraging strategies needed to locate alternative habitats when local habitat-quality becomes unfavorable, as when food resources are depleted (Bennetts and Kitchens 1999, Bennetts et al. 1999).

Yearly variation in survival could also be a consequence of variation in daily water levels or water levels in preceding years, changes in vegetational structure, or some other component that varies yearly and that we did not measure here. It has been noted that other Snail Kite reproductive components, such as nest success and nest productivity, also exhibit yearly variation (Dreitz et al. 2001) and arguably also exhibit variation with water level (Beissinger 1995, Beissinger and Snyder 2002).

The present study shows that monthly water levels are positively correlated with survival of juvenile Snail Kites. Water levels in central and southern Florida rise concurrently with fledging of juveniles (Fig. 1), but rising water level does not necessarily cause higher survival of juveniles. As with many raptor species, survival rate for juveniles is lowest during postfledging—60 to 90 days old in Snail Kites (Bennetts and Kitchens 1999), coinciding with the year’s lowest water levels. Here, 82% of juveniles that reached an age of 30–60 days after fledging did so from May to July—the end of the dry season and onset of the wet season in central and southern Florida (Fig. 1). During that period, monthly water levels are increasing as juveniles become independent and their survival rate increases. Thus, the positive coefficient for water levels may involve birds having survived that period of vulnerability. Bennetts et al. (2002) showed that annual juvenile survival was relatively high during a “high water event”; however, annual variability in juvenile survival could not be explained by the high water event alone.

For management purposes, we believe it may be problematic to infer that increasing water levels during fledging will increase juvenile survival. We feel that other concerns need to be addressed, including the life cycle of the almost exclusive food source of Snail Kites, the aquatic apple snail (Pomacea putidus), an annual cycle with laying of egg clusters peaking in April, eggs hatching at the end of the dry season—beginning of the wet season (May–June) concurrent with a die-off of
postreproductive adults, and young of the year (>25 mm) reaching adult size in 2 to 4 months (Fig. 3; Darby et al. 1997, 2003). Submerged egg clusters result in delayed development and decreased survival of embryos (Turner 1996). To increase water levels during the Snail Kite's fledging period (mid-April through June) would likely result in increasing mortality of viable egg clusters. Other concerns involve inundation of emergent vegetation. Apple snails have both lungs and gills and need emergent vegetation to surface when dissolved oxygen levels become depleted (McClary 1964).

Higher juvenile survival associated with higher water levels is certainly a positive short-term effect. However, habitat degradation, such as depleted food abundance and reduced vegetative structure, associated with high or prolonged water levels, may offset those short-term benefits. We believe that long-term effects on Snail Kite habitat should not be overlooked. The central and southern Florida ecosystem is highly dynamic, experiencing continual spatial fluctuations in water levels. Those fluctuations are necessary for sustaining the habit quality of the wetland communities for Snail Kites (Kitchens et al. 2001). Maintaining consistently high water levels would likely be counterproductive for long-term management of Snail Kites.

Generalized estimating equations were developed to extend the generalized linear model to accommodate correlated data (Liang and Zeger 1986). The GEE methodology provides consistent estimators of regression coefficients and their variances under weak assumptions about the correlations among independent observations (Stokes et al. 2000). A fit statistic (i.e. goodness-of-fit test) is not available, but there is active research in that area (Barnhart and Williamson 1998, Pan 2002). Generalized estimating equations have been used in numerous fields (Horton and Lipsitz 1999), especially medicine (Therneau and Grambsch 2000), but seldom in ecology. We used GEEs to account for correlations within and between the repeated measurements in our study and to get reliable estimates of our regression coefficients.

In conclusion, the present study concentrated on one component of habitat quality—water levels—as a variable influencing juvenile Snail Kite survival. We believe that inclusion of (1) the dynamics of the kite's primary food source,
the aquatic apple snail, and (2) vegetative structure would provide additional insight toward understanding the influences of water levels on juvenile survival.
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